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Outline

Background

Drug discovery by  drug re-positioning and the gene information

Veracity for extracting new value in the properties of Big Data 

Research questions

1. How is the prediction model developed with Big Data?

2. How is the application developed to offer services?

3. How much accuracy can the application attain?



Background 1: Drug discovery by  drug re-positioning and 
the gene information
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Background 2: Veracity for extracting new value in the properties
of Big Data 
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Big Data

Open issues by quality management:

(i) discovering or  learning the rules from the data

(ii) requiring approximation in computing various models 

for accuracy versus efficiency trade off 



Related work

Kuhn et al. (2013)

Side effect similarities of drugs to identify protein 

– side effect combination

732 of 1428 side effects predicted

137 of 732 side effects proved by pharmacological

or phenotype data

Yamanishi et al. (2012)

Kernel regression model as computational model

to predict a potential side effect profiles 

969 side effects in the approved drugs predicted
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Research questions

It is sparse and not prepared completely.

Big Data for Drug Discovery

1. How is the prediction model developed with Big Data?

2. How is the application developed to offer services?

3. How much accuracy can the application attain?



Drug feature

Drug Feature Pinpoint Data

Biological feature Confidence score of chemical – protein interaction

Anatomical feature The first level of ATC code: organ or system
A-Alimentary tract and metabolism B-Blood and blood forming organs

C-Cardiovascular system D-Dermatologicals

G-Genito urinary system and sex hormones        

H-Systemic hormonal preparations, excl. sex hormones and insulins

J-Antiinfectives for systemic use

L-Antineoplastic and immunomodulating agents

M-Musculo-skeletal system N-Nervous system

P-Antiparasitic products, insecticides and repellents

R-Respiratory system S-Sensory organs V-Various

Gene feature Gene ID of disease gene (HSA No.)

Clinical feature Side effect and its incidence



Database

SIDER 2: a side effect resource to capture phenotypic effects of drugs.

334 drugs (more than 0.1% of side effect incidence)

ATC code, 2326 side effects, side effect incidence

STITCH 4.0: a database of protein – chemical interactions.

The highest scores for 334 drugs

KEGG: a database resource of biological system.

76 of 334 drugs interacted with disease genes (etiology genes)

335 disease genes 



Side effect prediction

The first level of ATC code in 334 drugs

Gene ID of disease gene in 76 drugs
2326 side effects classified

ATC the number of 

the side effect

ATC The number of 

the side effect

ALL 2326 L 970

A 645 M 652

B 264 N 1704

C 632 P 113

D 379 R 380

G 523 S 914

H 132 V 191

J 702

HLA-

DQA1

Gene ID: 3117

propanolol

simvastatinedipyridamole

azathioprine

Drug

Side effect

130 side effects



Incidence prediction

Dataset 

No.

SCORE ATC Gene ID 

(HSA)

Incidence the number 

of Items

the number 
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Correlation

INDEXES

ATC: the first level of ATC code

from 1 to 22 classification

SCORE: Confidence score of chemical 

– protein interaction

1000-points scale

HSA: Gene ID of disease gene

INC: Side effect incidence

Rate of 1.0 to 100%



Supplement
Group boundary

(a) DA with multiple regression formula (b) DA with PLS regression formula



Clustering method

1. Regression analysis

one explanatory variable → Single regression analysis

more than 2 explanatory variables → PLS regression analysis

Example of Dataset No. 4

y' = a1 *SCORE + a2 *ACT + a3*HSA + b 

y‘: predicted value

a1 : coefficient of explanation variable SCORE

a2 : coefficient of explanation variable ATC

a3 : coefficient of explanation variable HSA (Gene ID) 

b: intercept



Clustering method (cont’d)

2. Discriminant analysis with regression formula

DA formula

f(x) = y – y‘                   

y: observed value

y‘: predicted value

Discrimination rule

If f(x) 0  Then sgn[f(x)]  = 1

If f(x)  < 0  Then sgn[f(x)]  = -1



Evaluation of clustering

Dataset 

No.

Clustering Correct 

Rate (%)

Dataset 

No.

Clustering Correct 

Rate (%)

1

2

3

4

5

41%-100%

55%-100%

29%-100%

9%-100%

70.3%-100%

36%-100%

18%-100%

81.7%-100%

63.5%-100%

34.7%-100%

27.4%-100%

12.1%-100%

94%-100%

99

96

100

100

100

99

100

100

100

100

100

100

100

5

6

7

34.7%-100%

27.4%-100%

12.1%-100%

53.2%-100%

51%-100%

50%-100%

34.7%-100%

27.4%-100%

18%-100%

12.1%-100%

81.7%-100%

49%-100%

18%-100%

100

100

100

95

100

100

100

100

100

100

100

100

100



Prediction method

SVM (Support Vector Machine)

→ training to learn the rules of clustering

→ creating the learning model

→ predicting with learning model

Example of Dataset No. 4

input space: X = {(SCORE1, ATC1 , HSA1 ), ···, (SCOREn, ATCn, HSAn)}   (n samples)

Output domain: Y = {1, -1}

Formula of class classification: f(x) = <w·x> + b   (w: weight vector, b: bias)

Classification rule: If f(x) 0 Then sgn[f(x)]  = 1 (positive class) 

If f(x) < 0  Then sgn[f(x)]  = -1 (negative class)



Evaluation of learning model
Dataset 

No.

Predictive

Interval

Correct 

Rate (%)

Dataset No. Predictive

Interval

Correct 

Rate (%)

1

2

3

4

5

41%-100%

0.1%-100%

55%-100%

29%-100%

9%-100%

0.1%-100%

70.3%-100%

36%-100%

18%-100%

0.1%-100%

81.7%-100%

63.5%-100%

34.7%-100%

27.4%-100%

12.1%-100%

0.1%-100%

94%-100%

100

100

23

95

40

100

100

90

20

86

100

100

100

100

100

100

100

5

6

7

34.7%-100%

27.4%-100%

12.1%-100%

0.1%-100%

53.2%-100%

51%-100%

50%-100%

34.7%-100%

27.4%-100%

18%-100%

12.1%-100%

0.1%-100%

81.7%-100%

49%-100%

18%-100%

0.1%-100%

100

99.5

99.6

100

100

100

100

100

98

98

99

100

100

100

99

100



Prediction procedure
public void predictSVM2(Explanatory data)

{

if (data.SVM(55) ){ //TRUE in a clustering of 55%-100%

result = 55;

} else {

if (data.SVM(29) ) { //TRUE in a clustering of 29%-100%

result = 29;

} else {

if (data.SVM(9) ) { //TRUE in a clustering of 9%-100%

result = 9;

} else {

if (data.SVM(0.1) ) { //TRUE in a clustering of 0.1%-100%

result = 0.1;

} else {

result = 0; //FALSE in a clustering of 0.1%-100%
}

}
}

}
}

Variable typed “int”

To set the lower value of the predictive interval



Research questions

1. How is the prediction model developed with Big Data?

To extract pinpoint data from drug feature.

To prepare dataset patterns.

To design the clustering by DA using regression formula. 

To learn the rules of clustering and predict new dataset by SVM.

2. How is the application developed to offer services?

3. How much accuracy can the application attain?



Model-driven architecture (MDA)

Developed by the Object Management Group (OMG) 

・a software design approach for the development of software systems for a domain engineering

・three layers for abstraction of data modeling → technology independence

Domain model: Computation Independent Model (CIM)

modeling the actual existence of a domain

Logical system model: Platform Independent Model (PIM)

modeling a service with domain model in which 

the components of a system interact with each other

Implementation model: Platform Specific Model (PSM)

modeling a particular system which logical system model 

can work on  a particular technology and platform.



Domain model

Association link 0..* : zero to many, 1..*: one to many

Aggregation link        0..*: zero or more

association link
aggregation link

a static view of the objects in an application for side effect prediction

domain object



Logical system model

a static view of the objects and 

classes that make the design 

and analysis space 

revised

class for services

persistent 

object

temporal 

object

create



Implementation model

a real or implementation-

specific solution to satisfy 

what is specified by the 

logical system model

create

tables

realize



System overview

STITCH 4.0

SideEffect
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Web Application 
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dataset
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LibSVM
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SIDER 2 KEGG



Software development environment

Open Source

OS: Linux Fedora 20

IDE: Eclipse 4.3.2 (KEPLER)

Java: 1.7.0_55

Application Framework: Struts 1.3.10

Web container/HTTP/Web server: Tomcat 7.0.53

Database: HSQLDB 2.3.2

Machine learning library: LibSVM 3.18

Free ware

Domain object: Book ManagementSystem (bcat)



Software overview



Drug management system



Research questions

1. How is the prediction model developed with Big Data?

To extract pinpoint data from drug feature.

To prepare dataset patterns as some of pinpoint data are not missing.

To design the clustering by R-DA / PLS-DA with 2 classes.

To learn the rules of clustering and predict new dataset by SVM.

2. How is the application developed to offer services?

3. How much accuracy can the application attain?

Modeling in MDA

Domain model・Logical system model・Implementation modeｌ



Experimental evaluation

Hit number Non-Hit number Total number

197 (93%) 14 (7%) 211 (100%)

Dataset No. Approximated interval Higher interval

1

2

3

4

5

6

7

99.7%

97%

11%

98%

76%

71%

44%

0.3%

3%

89%

2%

24%

29%

56%

Side effect prediction

Incidence prediction



Research questions

1. How is the prediction model developed with Big Data?

To extract pinpoint data from drug feature.

To prepare dataset patterns as some of pinpoint data are not missing.

To design the clustering by R-DA / PLS-DA with 2 classes. 

To learn the rules of clustering and predict new dataset by SVM.

2. How is the application developed to offer services?

3. How much accuracy can the application attain?

Modeling in MDA

Domain model・Logical system model・Implementation modeｌ

Side effect prediction: almost 100% accuracy

Incidence prediction: almost 100% accuracy 



Conclusion

It is sparse and not prepared completely.

Big Data for Drug Discovery

Pinpoint data

Dataset patterns of pinpoint dataextracted

Classification

Side effect Prediction

Almost 100% accuracy

Data mining method

Incidence Prediction

Almost 100% accuracy



Future Work

Data modeling

Collecting the data concerning drug discovery and finding new services

Big Data 

Analytics

ImplementationDomain Model

Logical 

System Model
Implementation 

Model

“Big data analytics” and “implementation” processes should be 

collaborated with Model-Driven Architecture.
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