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1. Introduction 
 

This talk presents my recent results on dynamical 
neural networks with McCullough-Pitts model.  
My talk consists of the following two parts: 

In the first part: 

(1) A method for constructing such a neural 
network so that a given set of vectors is 
assigned as its stable equilibrium points is 
discussed. 

(i) One of basic problems in applying neural 
networks to associative memory is to show 
that when the number of information 
vectors to be stored approaches the 
number of neurons in the network the 
capability as associative memory suddenly 
decreases.  

(ii) To avoid this sudden decrease, a dynamical 
neural network having a special structure, 
called a module neural network, is 
introduced, and its basic properties are 
discussed.  

(iii)The effectiveness of this module neural 
network is demonstrated by computer 
simulation. 
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In the second part: 

(2) Further, a different type of module neural 
net-works is introduced. 

(i) Appropriately connecting such module 
neural networks, a multi-module neural 
network is constructed for associative 
memory to store more complicated 
information, such as English words instead 
of just alphabets. 

(ii) Results of computer simulation for this 
type of networks are also presented to 
illustrate its effectiveness.
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2. Preliminaries 

2.1 A Mathematical Model of Neurons 
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2.2 Multi-layerd Neural Networks 
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2.3 Ability of 3-Layered Neural Networks 
 
 
 
 
 
 
 
 
 
 
 
 

Theorem(Cybenko, 1989) 

Let RR :φ  be any continuous sigmoidal 
func-tion, i.e.,  

)ξ(1)ξ(φ),ξ(1)ξ(φ  , 

and )(DC  denote the Banach space of all 

contin-uous functions RRDf n  )(:  on a 

compact set nRD  .  Then, for any )(DCf   
and any 0ε  there exists a 3-layered neural 
network )(xg  such that 

.for ε)()( Dxxgxf   

That is to say that the set of all functions generated 
by 3-layered neural networks is dense in )(DC . 
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2.4 Dynamical Neural Networks 
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2.5 Stability of Dynamical Systems  

Consider a discrete-time dynamical system on nR  
of the form 

)2()0()),(()1( nRykygky  ξ  

and denote the solution by )ξ;(ky . 

 

Definition 

(i) A vector nRy * is called an equilibrium 
point or equilibrium solution of (2) if 

.**)( yyg   

(ii) An equilibrium point nRy *  is called 
asymptotically stable if there exists a 0δ  
such that 

)(*);(δ*  kyykyyy . 

(iii)For an equilibrium point nRy * , the set 
defined by 
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is called the domain of attraction for *y . 
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2.6 The McCullough-Pitts Model 
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Definition. The McCullough-Pitts model is a  
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2.7 Associative Memory 

(1) Address Addressable Memory (AAMM) 

In a digital computer, a desired set of 
information is recalled by giving the correct 
address of the memory storage in which the 
information is stored. 

(2) Associative Memory (AM) 

A full set of information in memory is recalled 
by giving a portion of the memory’s 
information or an incomplete information 
about the desired information. (Content 
Addressable Memory) 

The main problem involved in implementing AM’s 
by neural networks includes: 

(a) How to store each desired information as a 
vector corresponding to an asymptotically 
stable equilibrium point of the network, 

(b) How to control the extent of the domains of 
attraction of the asymptotically stable 
equili-bria of the network, and 

(c) How to minimize the number of asymptotically 
stable equilibria in the network that are not 
used for storing information. 
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3. Module Neural Networks 

The objective of this section is to 

(1) construct a dynamical neural network having a 
special structure, called a module neural 
network, such that 

(a) a given set of vectors is assigned to its 
equilibrium points, 

(b) such an equilibrium point is asymptotically 
stable, and 

(c) there are no periodic solutions with period 
≧2, and 

(2) apply a module neural network to associative 
memory to illustrate the effectiveness of the 
proposed method. 
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4. Multi-Module Neural Networks 

The objective of this section is to  

(1) introduce a different type of module neural 
networks(MNN) and then a multi-module 
neural networks(MMNN) by mutually 
connecting a finite number of MNN’s, 

(2) propose a method for constructing an MMNN 
so that a given set of vectors is assigned to its 
equilibrium points, and  

(3) finally apply the results obtained to 
con-structing associative memory to store 
English words and perform computer 
simulation to illustrate the effectiveness. 
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5. Concluding Remarks 

In the first part: 

(1) A neural network having a special structure, 
called a module neural network, was introduced, 
and a method was proposed for constructing 
connection matrices of such a network so that a 
prescribed set of vectors is assigned as its 
asymptotically stable equilib-rium points. 

(2) A sufficient information about the domain of 
attraction for each equilibrium point was 
obtained. 

(3) Some computer simulation for associative 
memory to store English alphabets was 
performed to illustrate the effectiveness of the 
proposed module neural network. 
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In the second part: 

(4) First introducing a different type of module 
neural network from the first part, a 
muti-module neural network(MMNN) is 
proposed to store more complicated 
information such as English words instead of 
just alphabets. 

(5) A method was also proposed for constructing 
the connection matrices of such an MMNN 
without showing asymptotical stability of the 
assigned equilibrium points. 

(6) However, some computer simulation 
per-formed for associative memory to store 
English words strongly suggested that all the 
equilibrium points assigned by the proposed 
method are asymptotically stable. 

 


