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1. INTRODUCTION1 

The observation obtained by observing a moving rigid 
body by a camera is essentially the direction vector of a point 
observed, called a perspective observation, because all the 
points on a line passing through the center of the camera are 
projected to a single point of the image plane. And the basic 
problem in dynamical machine vision is how to determine the 
position and velocity of a moving body and/or any unknown 
parameters characterizing the motion and shape of the body 
from such perspective observation. A perspective dynamical 
system arises in mathematically describing such a dynamic 
machine vision problem and has been studied in a number of 
approaches in the framework of systems theory (See, e.g., 
[1],[3]-[11]). 

Some interesting works recently reported are concerned 
with nonlinear observers for estimating the unknown state of 
perspective time-varying linear systems [1], [3]-[11]. In 
particular, the paper [1] has proposed a nonlinear observer of 
the Luenberger-type for such a time-invariant system without 
transforming it into an implicit system as proposed and 
discussed in the papers [9],[10] and shown that under some 
reasonable assumptions on the given system the estimation 
error of the proposed nonlinear observer converges 
exponentially to zero. 

In these previous works it was assumed that the motion 
equation of the rigid body and its observed data are not 
corrupted by noises. However in more realistic situations the 
observed data, even the motion, may be corrupted by noises. A 
similar situation occurs in computer vision problems. In fact 
the work [6] (Chiuso, et a., 1995) discussed a problem of 
computer vision and a nonlinear filter was proposed in order 
to causally estimate the 3-dimentional shape by integrating 
noisy visual information over time. 

The objective of the present paper is to examine the 
sensitivity to the noises of the nonlinear observer developed in 
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the recent paper [1] and the effectiveness of the Extended 
Kalman Filter. 

First, in Section 2, a perspective time-varying linear 
system considered in this investigation is described. In Section 
3, a nonlinear observer of the Luenberger-type (NOL) for 
perspective noiseless linear systems is discussed and then after 
obtaining some important properties of such systems a 
convergence theorem of the nonlinear observer is presented. In 
Section 4, an Extended Kalman filter for general nonlinear 
systems is described. In Section 5, using computer simulation 
for a simple example, we examine the sensitivity to the noises 
of the nonlinear observer and the effectiveness of the 
Extended Kalman Filter (EKF). Finally, Section 6 gives some 
concluding remarks 

2. PERSPECTIVE LINEAR SYSTEMS 
CORRUPTED BY NOISE 

A perspective linear system corrupted by noise considered 
in this paper is described as 
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where �� �� � � R  is the state, �� �� � � R  the external input, 

�� �� � � R the perspective observation of the system, 
� �� �� R a matrix and nmC ×+∈ )1(R a matrix with nm <  

and ���� 	
 �� � . Further 	
 � �	 � 	R R  is a 
nonlinear function of the form 
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which produces the perspective observation, 
�� ��� � R and �� ��� � R  are independent zero-mean 

Gaussian white noise processes. The problem of a simplified 
3-dimensional noiseless vision considered in the previous 
works [3]-[10] can be described as a special case of System 
(1) with the perspective observation given as 
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by setting 2,3 == mn  and 3IC =  (the identity matrix) in 
the System (1). 

 
Fig 1. A Simple Perspective Observation 

Next, we make various assumptions on System (1), which 
seem to be necessary and/or reasonable from the viewpoint of 
machine vision. 

Assumption 1. 

(i) ���� , ����  are independent zero-mean Gaussian white 
noise such that 
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where � �� , ��� �  is the Dirac delta function and 

�� � � � � �� � � � . 

(ii) ��  is a random variable with known mean ��  and  
covariance �� , i.e., 

� � � � � � �� � � �� �� ��� � � � � � � � �� � � �  

(iii) ��  is also independent of ���� and ����  in the sense 

� ���� � �� ��� � �� � � �� � � �� � �� � �  

Assumption 2. System (1) is assumed to satisfy the following 
conditions. 

(i) System (1) is Lyapunov stable. 

(ii) The observation vector ��� �  is a continuous and 
bounded function of t , that is, 
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 ��� � � �� . 

(iii) Express the set ����  of all eigenvalues of �  as 

��� �� ��� � �� � ��� � where �����  and �����  

��� �� ��� � �� � ��� �  where �����  and �����  
indicate the sets of eigenvalues with strictly negative 
real part and zero real part, respectively. Let 

�� �� �� � C  denote the generalized eigenspaces 

corresponding to �����  and ����� , respectively, and 

choose a basis matrix � 	� �� � �� �  for 0W  

where �
 ���� �� . Then, there exist 0T >  and 
�� �  such that 
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Remark 3.  All the conditions given in Assumption 2 are 
necessary and/or reasonable requirements from the viewpoint 
of machine vision. 

(i) The condition (i) is imposed to ensure that if �� �� � �  
then the motion of a moving body takes place within a 
bounded space. 

(ii) The condition (ii) is imposed to ensure that the motion 
is smooth enough and takes place inside a conical 
region centered at the camera to produce a continuous 
and bounded measurement ��� �  on the image plane. 

(iii) The condition (iii) is imposed to ensure some sort of 
detectability for the perspective system (1). In fact, the 
inequality (3) implies that �� �
 �  is a detectable pair 

and the external input ��� �  must not be identically 
zero. These facts are verified in Proposition 4.  � 

The following proposition gives some system theoretical 
implications of Assumption 2. (iii). 

Proposition 4.  Assume that System (1) is Lyapunov stable, 
let ��  denote the critically stable part (i.e., the part 
corresponding to ����� ) of �  and set � �

 
�� . If 
Assumption 2. (iii) is satisfied, then the following statements 
hold true. 

(i) �� �
 � is a detectable pair, that is, the critically stable 

part � �� � �
 �  of �� �
 �  is observable. 

(ii) The external input ��� �  is never identically zero.  � 

3. LUENBERGER-TYPE NONLINEAR 
OBSERVERS 

In this section, we propose a Luenberger-type observer for a 
noiseless perspective linear system of the form 

� ��� �� ��� ��
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� � 	 
� �

� � � � ������ ����

� R
    (4) 

First, notice that, denoting an estimate of the state 
��� � by ���� �  a full-order state observer for System (4) 

generally has the form 

�� � � ��� ���� ��� ����������� ��
� � � � � � � � � �

��
�� � � R   (5) 

and satisfies the condition that whenever ���� ���� ��  the 

solution ���� �  of (5) coincides completely with the solution 

��� �  of System (4) for any ��� � . Therefore, under the 
condition that (5) has a unique solution, it is possible to 
assume that the function ��� � �� ���  has the form 
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� � ��� � � �� �� � � �� � � � �� � � �  

where ��� �� � �  is any sufficiently smooth function satisfying 

the condition �� � �� �� � 	 
� �  for all �� � R . Among many 

functions ��� �� � �  satisfying this condition, it would be wise 
to choose a function, which is reasonably simple, but has 
sufficient freedom to adjust its characteristics. As such a 
function, it is possible to choose 

� � ��� � �� �� � �� � � �� � � 	 
�� � , 

where ��� ��� �  is any sufficiently smooth function. Hence, it 
is possible to consider an observer of the Luenberger-type 
given as 

�
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where ��� ��� �  is a suitable matrix-valued function

: m n n mK ×× →R R R , called an observer gain matrix. 

The next important step is how to choose a gain matrix 
��� ��� �  in (6). To do so, first letting 
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and using output equation of System (4), one can easily obtain 
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where ����  is the matrix-valued function given by 

� 	���
 � �
��� � � � �
 �� � � �� � R              (8) 

and �� � R  is the estimation error vector defined by 

�
� � �� � .                     (9) 

Now, using (4) and (6) together with (9), 
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where � ��� ��� ��� �� � � �� � � R . To eliminate the singularity 

in (6), let us choose a gain matrix ��� ��� �  of the form 
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where � �� �� R  is an appropriately chosen matrix, which is 
considered to be a free parameter for the gain matrix. 

Theorem.5 (Nonlinear Observers). 

Assume that System (4) satisfies Assumption 2. and 
consider a nonlinear observer of the Luenberger-type (6), that 
is, 
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where the gain matrix is given by (10), that is, 

	 � �
	� ��� �
 ����� � 
 � � 
 � ��

�� , 

and ����  is given by (8). 

Further, let 
 � ��� �	C , � �
 � �� 	C  denote the 
matrix representations of the projection operators along 
��� �� , respectively, and � �� �� R  be a symmetric 

positive definite matrix satisfying the Lyapunov inequality 

� �� � �� �� �� �� ��                     (12) 

where �� �  is a constant. 

Then, the following statements hold. 

(i) The estimation error ���
 �� ��� � � � � �� � satisfies the 
differential equation 
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(ii) ��� � converges exponentially to zero, that is, there exist 

�� �	 
� �  such that 
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4. EXTENDED KALMAN FILTER 

In this section, we summarize the Extended Kalman Filter 
for are following systems 
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where �� �� � � R  is the state, �� ��� � R  is the input, 

�� �� � � R  is the perspective observation of the system, 

�� � ��� � � R , �� �	 � � R  are smooth nonlinear functions, 

and �� � ��� �� R  is matrix, �� ��� � R  and �� ��� � R  
are is the system and observation noises, respectively 
satisfying the Assumption 1. 

Theorem 5 (Extended Kalman Filter). 

(i) Kalman filtering process 

� � ��� ���� ��� ����� ������� � �� � �� � � � � 	 � �� � ��  

(ii) Kalman gain matrix ���� �  is given by this form 
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 �� �� ��
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(iii) Matrix ���� �  is a solution of the following Riccati 
equation 
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(iv) The matrices ��� ��� �� � 
 �  are can be calculate from 

��� ��

��� ��

���� ���
�� �

��

����
�� �

��

� � � � �

� � � � �

�� � ��
� �

� �

	 � �

 �

� �

�

�

 
�

 

 
�

 

        (13) 

(v) Initial conditions are given by 
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5. SIMULATION 

In this section, using computer simulation for a simple 
example, we examine the sensitivity to the noises of the 
nonlinear observer and the effectiveness of the Extended 
Kalman Filter. 

Example. We consider is a two degree-of-freedom system, 
consisting of two masses 	 ��� � and two springs with the 
constants 	 ��� � connected as shown in Fig. 2. The position 

vectors of masses 	 ��� � are represented by 	 	� � � , 

� �� � � , respectively. Assume that the motion takes place 

only in the � -direction with 	 �  � � �� � , and only the 
motion of mass ��  is observed via the CCD camera whose 
optical axis rotated by �  radian form � -axis as shown in 
the figure. 

Now, assuming that an external force �� ����� ! ��  is 
applied to the mass 	�  and introducing the state variables 
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the perspective linear system is easily described as 
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Then it is not difficult to check that all the conditions in 
Assumption 2. except the inequality (3) are satisfied, and that 
A is Lyapunov stable with ���� �� � and hence  
� �� �� � �  so that the Lyapunov inequality (10) becomes 

� � �� � �� �� �� �� �� � . 

 

Next, the numerical values for simulation are set as 
follows: For the perspective system, 
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and for the observer, 
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where �  is a suitably chosen solution of the matrix equation 

� �� � ��� � . 

Next, we set or calculate some initial data for Extended 
Kalman Filter in Theorem 5. Linearization system matrices 
��� ��� �� � 
 �  are calculated by (13), i.e., 
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the matrix ���  is can get from (14), we will do four time 
simulations for a deferent case noise intensities in Tab. 1 and 
deferent initial states, 
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Table 1. Data for extended Kalman filter 

The time evolutions of each component of the estimation 
error ��� �� ��� � � � � �� �  for simulations I, II, III, IV are 
depicted in Fig. 3-6, and the results summarized on the Tab. 2 
show that the observer works well than the Extended Kalman 
Filter in this simulation. 

 
Fig. 3. Each component of the estimation error ��� �  for 
the case I. (the left one is Extended Kalman Filter, and 
the right one is Nonlinear Observer). 

 

Convergent case (for the same settings) 

 

Non convergence case(for the same settings) 

Fig. 4  Each component of the estimation error ��� �  
for the case II. (left one is Extended Kalman Filter, right 
one is Nonlinear Observer). 

 

Convergence case(for the same settings) 

 

Non convergence case(for the same settings) 

Fig. 5  Each component of the estimation error ��� �  
for the case III. (left one is Extended Kalman Filter, 
right one is Nonlinear Observer) 

 
Convergence case (for the same settings) 

 

Non convergence case (for the same settings) 
Fig. 6  Each component of the estimation error ��� �  for 
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the case IV. (left one is Extended Kalman Filter, right one is 
Nonlinear Observer) 

 
 

 I II III IV convergence 
EKF 

� � � �
Fast 

NOL 
� � � �

slow 
 

Table 2. The results of the simulations. 

6. CONCLUDINGS 

This paper studied the state estimation problem for a rigid 
body moving in three dimensional spaces using the image data 
obtained by perspective observations. By means of computer 
simulations for a simple example Fig 2, we examine the 
sensitivity to the noises of the nonlinear observer developed in 
the recent paper linear time-invariant systems arising in 
machine vision [1] and the effectiveness of the Extended 
Kalman Filter. As a result, it is possible to summarize from 
Table 2. as follows 

� Nonlinear observers considerably have robustness 
for both the system noise and the observation noise. 

� Robustness to the noise of the Kalman filter is 
considerably small compared with a nonlinear 
observer. Especially, robustness to the system noise 
is very small. 
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