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This paper presents our ongoing research project to automate the process of controlled
lexicon building.

A controlled lexicon is a set of approved words defined for a specific purpose, such as
controlled authoring and translation (ASD, 2021; Mgller & Christoffersen, 2006; Warbur-
ton, 2014). The proper use of a controlled lexicon can prevent textual variation, leading to
improved text consistency and clarity. Although many controlled lexicons have been built
for various purposes (Kuhn, 2014), there have been few examinations of the possibility of
automating lexicon creation. Fundamentally, the process of building a controlled lexicon has
not been well formalized. Miyata & Sugino (2020) presented corpus-based lexicon-building
procedures and proposed the interchangeability of words in actual sentences as a key crite-
rion to identify word variations. Nevertheless, their lexicon-building process mostly depends
on human expertise, and the detailed steps for judging interchangeability have yet to be clar-
ified. Because natural language processing (NLP) technologies based on deep learning have
advanced rapidly, we envisage the effective use of such technologies in this process.

Hence, towards the automation of controlled lexicon building, we have formalized the
lexicon-building process and examined the applicability of various NLP technologies. Fol-
lowing the corpus-based procedures in (Miyata & Sugino, 2020), the process of controlled
lexicon building can be broadly divided into the following two steps:

Step 1. Connect words that are interchangeable to form word clusters.
Step 2. For each cluster, define one word as approved and the rest as unapproved.

In Step 1, to capture interchangeability, we quantify the different levels of word similarity
using various NLP technologies:

(a) General similarity: Word embeddings, such as word2vec (Mikolov et al., 2013), trained
on general domain corpora, such as web text, can be used. Conventional thesauri, such
as WordNet (Princeton University, 2010), can also be used.

(b) Domain-specific similarity: Word embeddings trained on target domain corpora can
be used.

(c) Domain-specific context-aware similarity: Contextualized embedding methods, such
as BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019), can be used.

For level (c), we examined the interchangeability of words in example sentences in the

target domain corpus. For example, the verb “delete” can be replaced with “erase” in an ex-
ample sentence “Delete the data”. If this consistently applies to other example sentences in
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the target corpus, we can assume that a controlled lexicon should include either word but
not both to avoid variation. To simulate human judgments regarding interchangeability, we
used contextualized embedding methods to produce vector representations that encode not
only target words but also their context.

In Step 2, we tested several algorithms to define the approved words based on the word
frequency and the linguistic symmetricity of their antonyms. Although the frequency of
words in the target corpus can be regarded as a major factor in deciding the approved words,
the symmetricity of certain word pairs in a lexicon can sometimes precede frequency evi-
dence. For example, if the verb “engage” is already defined as approved, the symmetric verb
“disengage” is likely to be selected as approved instead of a synonymous verb “detach”, even
if the latter is more frequently observed in the corpus than the former. To capture the sym-
metricity of words, we devised language-specific heuristic rules that use linguistic or textual
clues, such as verb constructions (e.g., sa-hen noun + suru construction) and n-gram overlap
at the character level (e.g., “engage” and “disengage”).

First, we explain our overall framework for automating the process of controlled lexicon
building. We then present the results of our pilot experiments applying various NLP tech-
nologies to each lexicon-building step, focusing on English and Japanese verbs observed in
automotive domain corpora. The obtained lists of approved and unapproved words are next
compared with a controlled lexicon manually constructed from the same corpora. These
results suggest to what extent current technologies can help with specialized lexicographic
work.
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