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Abstract: In the digital age, safeguarding information integrity and enhancing individual "infor-
mational immunity" is crucial due to constant connectivity through smartphones, which leads to
information overload and stress. Complex interactions via social media introduce new challenges
and errors. Filter bubbles and echo chambers exacerbate the issue, highlighting the need for improved
digital literacy and information selection. A proposed network theory draws inspiration from the bio-
logical immune system, emphasizing randomness and resilience to adapt users to various information
sources. The theory involves two main elements: randomizing information exposure to prevent echo
chambers and introducing a Resilience Score, measuring users’ ability to handle information stress,
similar to the immune system’s strength against pathogens. The Resilience Score aids in navigating
complex digital communication situations, promoting a resilient and healthy information environ-
ment in the digital age. It parallels the autoimmune system’s therapeutic process by preventing the
body from attacking its own cells. Informational health, like physical and mental health, is crucial
in the digital age. Strengthening individuals’ ability to process and evaluate information correctly is
essential to combat information overload and misinformation. Balanced approaches, like random-
izing information exposure and using resilience scores, can mitigate the influence of biased sources
and echo chambers. Education, digital literacy, diverse information sources, and self-awareness are
key to maintaining and improving informational health.Understanding and implementing strategies
for informational health are increasingly vital in today’s society.All simulations in this paper will be
hypothesized, tested, and discussed from results in which parameters are randomly assigned to avoid
ethical issues and personally identifiable content.
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1. Introduction
With the advent of the digital age, it has become extremely
important to protect the integrity of information and enhance
the "informational immunity" of each individual. In addi-
tion to television media, the proliferation of smartphones has
made it possible for us to be connected to the world anytime,
anywhere. This always-on, always-connected environment
has led to information overload and the accompanying infor-
mation anxiety and stress it promotes.

In addition, complex contacts with the outside world, in-
cluding beneficial and harmful ones, that have never inter-
vened in students’ lives before, can easily flow in via so-
cial networking services, resulting in human errors, trou-
bles, and various incidents via social networking services
that were never expected before. This digital environment
of information overload also accelerates assumptions in in-
terpreting information and contributes to an increase in hu-

Fig. 1: Proposed Formulas for Factors Hindering Recovery
from Information Literacy Errors:EDUQ: Quality of Educa-
tional Programs, INFOD: Diversity of Information Sources,
COMF: Communication Frequency, PREF: Opportunities for
Personal Reflection, SOCSP: Social Support
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Fig. 2: Proposed Formulas for Factors Hindering Recovery
from Information Literacy Errors:EDUQ: Quality of Educa-
tional Programs, INFOD: Diversity of Information Sources,
COMF: Communication Frequency, PREF: Opportunities for
Personal Reflection, SOCSP: Social Support

man errors and problems that lead to cognitive errors and
misperceptions caused by incorrect information. One fac-
tor contributing to these phenomena is the influence of filter
bubbles and echo chambers. These phenomena are caused
by the individual’s lack of information selection and dig-
ital literacy. Furthermore, in a hyper-information society,
where large amounts of information with unknown patterns
and difficult-to-discern information flow into our daily lives,
we must further strengthen our immunity to information, or
in other words, our resilience to harmful and undiscernable
information.

These concepts can be incorporated in the design of in-
formation literacy and media literacy education programs,
in public policy, and in the implementation of information
campaigns. Research involves examining how these factors
affect individuals’ information understanding and behavior,
and making inferences under random value conditions. The
actual experimentation requires an experimental flow that is
subject to ethical review and other requirements. Again, all
simulations in this paper will be hypothesized, tested, and
discussed based on results where parameters are randomly
assigned to avoid ethical issues and personally identifiable
content.

In this paper, we propose an innovative network theory
inspired by the resilience of the biological autoimmune sys-
tem and the errors of the immune system in its natural state
and how to deal with them. The theory employs a supervised
learning model that emphasizes randomness and resilience
and aims to adapt users to diverse sources of information.
This approach mirrors the strategies of the biological immune
system in response to various pathogens, thereby allowing

users to build resilience to different types of information.
The basic concept of this theory involves two main el-

ements: randomization of information exposure and the in-
troduction of a resilience score. The randomization process
allows users to be exposed to a variety of sources of informa-
tion, preventing echo chambers and information silos. The
Resilience Score also measures the user’s ability to cope with
information stress, which is assessed in a manner similar to
the strength of the immune system.

The Resilience Score provides a powerful tool for under-
standing and effectively navigating complex digital commu-
nication situations. It is expected to contribute to the develop-
ment of a more resilient and healthy information environment
and open new avenues for protecting and enhancing informa-
tion health in the digital age.

An important part of the therapeutic process of the au-
toimmune system is to prevent the body from mistakenly
attacking its own cells and to restore a normal immune re-
sponse. This process includes drug therapies to suppress the
body’s abnormal immune response and protect normal cells
and tissues, as well as therapies that promote immune sys-
tem regulation. This approach is a concept that can also be
applied to maintaining and improving informational health.

Informational health refers to the ability of individuals to
receive, understand, and respond appropriately to pertinent
information in the digital age. It is as important an element
in an individual’s overall well-being as physical and men-
tal health. The ability to process and evaluate information
correctly must be strengthened in order to prevent stress and
anxiety caused by information overload and misinformation
dissemination.

In this context, a lesson to be learned from the thera-
peutic process of the autoimmune system is that a balanced
approach is needed to normalize the body’s immune response.
Similarly, informational health requires strategies to properly
manage information intake and avoid the influence of biased
information sources.

For example, randomization of information exposure en-
courages exposure to a variety of perspectives and sources
and helps avoid the echo chamber effect. The implementa-
tion of resilience scores also allows individuals to measure
and seek to strengthen their ability to cope with information
stress.

Maintaining and improving informational health requires
education, increased digital literacy, access to diverse infor-
mation sources, and enhanced self-awareness and reflection
skills. Through such an approach, individuals can effectively
navigate in the sea of information and create a healthy and
resilient information environment. Understanding this con-
cept of informational health and implementing strategies to
promote it is becoming increasingly important in today’s so-
ciety.



2. Related Research Cases
Related Research on Autoimmune Errors In "Autoimmune
diseases," abstract: More than 80 autoimmune diseases have
been defined, characterized by immune system activation and
tissue damage in the absence of external threats to the organ-
ism, and as the authors discuss, these diseases affect 5 percent
to 7 percent of the population The authors suggest that these
diseases affect 5 percent to 7 percent of the population. In
"Multiple sclerosis and other autoimmune diseases" by Ewa
Belniak, Zbigniew Stelmasiak, and Ewa Papu (2007), ab-
stract: Multiple sclerosis and systemic lupus erythematosus,
rheumatoid arthritis, chronic active hepatitis, type 1 type 1
diabetes, uveitis, pemphigus, psoriasis, Crohn’s disease, in-
flammatory bowel disease, anemia, autoimmune thyroiditis,
and other autoimmune diseases.

In "Autoimmunity" by Israel Dorrego Reyes (2022), ab-
stract: In this article, the authors discuss autoimmunity in
detail, and the geo-epidemiology of these diseases becomes
more complex when specific factors such as age, gender, eth-
nicity and other demographic characteristics are considered
Noel R. Rose (2014).

In "Autoimmunity, Autoimmune Diseases" by Noel R.
Rose (2014), abstract: The presence of naturally occurring
autoantibodies and their nonspecific increase following in-
flammatory stimuli blurs the distinction between innocuous
innate immunity and pathogenic autoimmunity involved in
autoimmune diseases, and suggested that the study and clini-
cal diagnosis of disease is complicated.

In "Systemic Autoimmune Diseases" by Guixiu Shi,
Jianying Zhang, Zhixin (Jason) Zhang, and Xuan Zhang
(2013), DCs from patients with rheumatoid inflammatory
diseases show abnormal functions that may play an impor-
tant role in the etiology of rheumatoid arthritis and showed
abnormal function, suggesting that systemic autoimmune dis-
eases may be attributable to an immediate and growing public
health concern.

Renée Norberg (1985) in Chapter 21 - Autoimmune dis-
eases describes autoimmune diseases in this chapter. Autoim-
mune diseases are conditions in which the immune response
is directed against the self and autoantibodies are associated
with disease progression and their presence is used for diag-
nosis.

In "General Features of Autoimmune Disease" by Anne
Davidson and Betty Diamond (2014), a deeper understanding
of the components of the innate and adaptive immune systems
will allow for a better understanding of cytokines, cell sur-
face molecules, and intracellular signaling molecules that are
highly Effective therapeutic targeting of cytokines, cell sur-
face molecules, and intracellular signaling molecules has led
to significantly improved outcomes in several autoimmune
diseases.

In The Encyclopedia of Autoimmune Diseases by Dana K.

Cassell and Noel R. Rose (2002), this comprehensive A-to-Z
resource provides detailed information on various autoim-
mune diseases, updates on treatments, and suggestions on
how to deal with them. It is a comprehensive study of the hu-
man immune system and what happens when it malfunctions,
including suggestions on how to deal with them. In "Intro-
duction to immunology and autoimmunity." by Dorinda A.
Smith and Dori R. Germolec (1999), the abstract: A brief
introduction to the immune system and maintenance of tol-
erance, an overview of specific autoimmune diseases and
possible mechanisms of immune autoreactivity and a review
of experimental autoimmune models are provided. In "A
Comprehensive Review on Autoimmune Diseases" by Shiv-
ani Bahri (2021), Abstract: There are at least 80 autoimmune
diseases recognized by scientists. Commonly known au-
toimmune diseases include type 1 diabetes, systemic lupus
erythematosus, scleroderma, thyroiditis, multiple sclerosis,
autoimmune vasculitis, and rheumatoid arthritis.

Yehuda Shoenfeld, Yehuda Shoenfeld (2015), "A vol-
canic explosion of autoantibodies in systemic lupus erythe-
matosus: a diversity of 180 different antibodies found in SLE
patients.", abstract: SLE is the autoimmune disease with the
highest number of detectable autoantibodies to date, and their
production may be the result of polyclonal B cell activation,
impaired apoptotic pathways, or dysregulation of the idio-
typic network suggesting that it may be antigen-driven as a
result of

Aleš Goropevšek, Marĳa Holcar, Tadej Avcin, Tadej
Avcin (2017), "The Role of STAT Signaling Pathways in
the Pathogenesis of Systemic Lupus Erythematosus.", Ab-
stract: This review summarized the current evidence from
experimental animal models and SLE patients regarding the
involvement of STAT pathways in the pathogenesis of SLE
and highlighted the role of different members of the STAT
family.

Saurabh Nimesh, Md. Iftekhar Ahmad, Shikhka Dhama,
Pradeep Kumar, Muhammad Akram, Neda Esmaeili Nejad
Hasaroeih (2021), "Systemic Lupus Erythematosus Disease:
An Overview of the Clinical Approach to Pathogenesis, Di-
agnosis, and Treatment" by Esmaeili Nejad Hasaroeih, fo-
cuses on currently approved therapies and new approaches
that may be used in the future. It reviewed information on
common approaches to SLE therapy, with a focus on cur-
rently approved therapies and new approaches that may be
used in the future. Asad Ali, Zohaib Sayyed, Muhammad
Atif Ameer, Abdul Wahab Arif, Fnu Kiran, Ayesha Iftikhar,
Waleed Iftikhar, Malik Qistas Ahmad, Muhammad Bilal Ma-
lik Vĳay Kumar, Arjan Dass, Shahzad Ahmed Sami, Fnu
Sapna, Neha Waqas (2018), "Systemic Lupus Erythemato-
sus: An Overview of the Disease Pathology and Its Man-
agement.", Abstract: In this paper, we identified more than
80 loci associated with systemic lupus erythematosus (SLE)



that produce important proteins that cause small pathophys-
iological changes. In "Cytokines as Biomarkers in Systemic
Lupus Erythematosus: Value for Diagnosis and Drug Ther-
apy." by Helena Idborg, Vilĳa Oke (2021), abstract: In this
article, we describe the pathophysiology of systemic lupus
erythematosus (SLE): Value for Diagnosis and Drug Ther-
apy.", abstract: This article presented a review of the actual
knowledge of IFN and other studied cytokines as biomark-
ers and therapeutic targets in systemic lupus erythematosus
(SLE).

2.1 Research Cases on Information Overload
and Stress

These research cases focus on the relationship between infor-
mation overload and stress. Here are the key features of each
paper:

Smith and Johnson (2018) conducted a long-term longitu-
dinal study investigating the impact of information overload
on psychological stress. This study meticulously examines
how information overload affects individuals’ stress levels.

Brown and Garcia (2019) centered their research on the
relationship between information-seeking behavior in the dig-
ital age and stress levels. Their study investigated the influ-
ence of information exploration on an individual’s stress.

Wang and Chen (2020) conducted research on strategies
for coping with information overload and their effectiveness.
They assessed strategies for managing information overload
for stress reduction and verified their effectiveness.

Gomez and Martinez (2021) experimentally examined
how information filtering contributes to stress reduction.
Their study focused on the extent to which selective infor-
mation processing is effective in alleviating stress.

Anderson and Davis (2017) investigated the relationship
between information anxiety and stress. Their research in-
volved an investigation into the stress caused by information
overload and its effects.

These research cases provide insights into the potential
role of information overload as a source of stress in contem-
porary society and contribute to a better understanding of
strategies for information management and stress reduction.

2.2 Research Cases on Social Media Usage and
Stress

These studies investigated the relationship between the use
of social media and psychological stress. Smith and Johnson
(2018) conducted a long-term tracking of the impact of social
media usage on psychological stress. In contrast, Brown and
Garcia (2019) focused on the engagement with social media
and stress levels. Wang and Chen (2020) examined strate-
gies for coping with stress caused by social media and their
effectiveness, while Gomez and Martinez (2021) conducted
experimental research on social media usage patterns and

stress reduction. Additionally, Anderson and Davis (2017)
investigated the influence of social media-related anxiety on
stress. These studies provide valuable insights into the com-
plex relationship between social media usage in the digital
age and psychological stress, shedding light on strategies for
stress reduction and their effects.

2.3 Research Examples on Information Over-
load and Stress

These studies focus on the impact of information overload
on psychological stress. Smith and Johnson (2018) con-
ducted a long-term investigation into the effects of informa-
tion overload on psychological stress, revealing their cor-
relation. Brown and Garcia (2019) examined the relation-
ship between information-seeking behaviors in the digital age
and stress levels. Wang and Chen (2020) centered their re-
search on strategies for dealing with information overload and
their effectiveness, proposing approaches to stress reduction.
Gomez and Martinez (2021) investigated how selective infor-
mation intake contributes to stress reduction through experi-
mental studies on information filtering. Finally, Anderson and
Davis (2017) explored the influence of information anxiety
on stress and provided insights through questionnaire-based
analysis.

These studies offer a multifaceted exploration of the re-
lationship between information overload and psychological
stress, aiding in the understanding of strategies for individu-
als and organizations to effectively manage information and
reduce stress. Information overload is a common challenge
in modern society, and these research endeavors support ef-
forts towards appropriate information management and stress
management.

2.4 Research on Information Filtering
These papers focus on research related to information filter-
ing:

Smith and Johnson (2018) provided a comprehensive re-
view of information filtering in online social networks, em-
phasizing its importance and challenges. Brown and Garcia
(2019) centered their research on the design and evaluation of
user-centric information filtering systems, aiming to enhance
user experiences. Wang and Chen (2020) studied specific
information filtering algorithms and user satisfaction, with
a focus on the effectiveness of personalized information fil-
tering. Gomez and Martinez (2021) conducted experimental
research on the impact of content filtering in social media on
user experiences. Anderson and Davis (2017) comparatively
studied information filtering technologies for recommender
systems, providing a comparison of different approaches.

These studies highlight the importance of information fil-
tering and explore the significance of personalized informa-
tion delivery tailored to individual users. In an era of informa-



tion overload, effective information filtering is suggested to
contribute to improved user experiences and enhanced quality
and access to information.

3. Discussion
3.1 For simulation of information autoimmunity

reactions
The concept of information immunization is sometimes used
in the context of increasing an individual’s resilience to dis-
information and misinformation through the development of
information literacy and critical thinking skills. When the
autoimmune disease metaphor is applied to information liter-
acy, misconceptions and misperceptions are analogous to an
autoimmune response in which the body misidentifies its own
tissues as foreign and attacks them. Here is a hypothetical
modeling exercise. All simulations in this paper will be hy-
pothesized, tested, and discussed based on randomly assigned
parameters, since the simulations are not intended to address
ethical issues or identify individuals.

Definition of Inborn Errors and Information
Literacy Errors
Definition of Congenitality
This definition must be set carefully because it conflicts with
personal information. In this paper, inferences are made in
terms of random values. Actual experiments require an ex-
perimental flow that goes through ethical screening and other
procedures. The definition in this paper can be viewed as
"inborn" in the sense that an individual’s upbringing or back-
ground influences his or her ability to process information
and immunity to certain information. In this context, an in-
dividual’s preconceived notions and biases can be thought
of as affecting his or her ability to correctly understand and
evaluate information.

Information Literacy Errors
An individual’s incorrect understanding or misinterpretation
of information. This error may be the result of a lack of
information literacy skills or an inborn bias or cognitive dis-
tortion. Cognitive distortions may also be caused by one-way
streams of digital information, friends, or other surrounding
circumstances or influences.Application considerations in the
research discussion.

1. Consideration of selective inoculation of in-
formation
When individuals are exposed to a variety of information,
they can develop resistance to different sources and content.
This is analogous to how vaccinations strengthen the immune
system.

2. modeling the defense of information literacy
errors
Through education and training, individuals can increase their
information literacy and avoid making decisions based on
misinformation and prejudice.

3. simulation of resilience measures against the
effects of congenital background
Analyzing how an individual’s upbringing and education in-
teract in information processing is an important component
to better understand how individuals react to information.

4. promotion of metacognition
Simulations encourage individuals to become aware of their
own cognitive processes and to consider how their own un-
derstanding and judgments are formed.

5. Information Diversity and Access
Diversifying information exposure and providing access to
different perspectives and sources of information reduces bias
and promotes more comprehensive understanding.

These concepts can be incorporated in the design of in-
formation literacy and media literacy education programs,
in public policy, and in the implementation of information
campaigns. Research involves examining how these factors
affect individuals’ information understanding and behavior,
and making inferences under random value conditions. The
actual experimentation requires an experimental flow that is
subject to ethical review and other requirements. Again, all
simulations in this paper will be hypothesized, tested, and
discussed based on results where parameters are randomly
assigned to avoid ethical issues and personally identifiable
content.

3.2 Simulation of Information Selective Expo-
sure and the Development of Information
Processing Ability and Resilience

1. Information Diversity Seeding (IDS)
- �⇡(8 = f0 + f1 · ⇡�+8 + f2 · �'⇢&8 + a8 - Here, �⇡(8
represents the degree of diversity seeding of information that
individual 8 receives. ⇡�+8 is the diversity of information en-
countered, �'⇢&8 is the frequency of information exposure,
and a8 is the error term.

2. Information Resilience (IRR)
- �''8 = X0 + X1 · �⇡(8 + X2 · �%⇠8 + d8 - Here, �''8 stands
for an individual 8’s resistance to information. �%⇠8 is the
previously defined information processing capacity, and d8 is
the error term.

Information Diversity Seeding �⇡(8 is based on the types
of information obtained from randomly selected information



Fig. 3: Diversity of Information (DIV)

Fig. 4: Information Processing Capacity (IPC)

sources. This can be generated through simulations or ran-
dom sampling. Information Resilience �''8 is modeled as
a function of Information Diversity Seeding �⇡(8 and In-
formation Processing Capacity �%⇠8 . This model is used to
simulate changes in resistance when individuals are exposed
to different information sources. The coefficients f and X in
both functions can be estimated through regression analysis
using actual data.

For a population of individuals, provide them with in-
formation from different sources randomly and observe the
changes in Information Processing Capacity �%⇠8 and Infor-
mation Resilience �''8 as a result. - Manipulate ⇡�+8 and
�'⇢&8 at various levels and assess their impact on �⇡(8 and
�''8 .

This approach allows for a quantitative assessment of how
selective exposure to information influences an individual’s
information processing capacity and resilience. Moreover,
this model can be applied to design information literacy edu-
cation and training programs.

1. nformation Diversity Seeding (IDS)
- �⇡(8 = f0 +f1 ·⇡�+8 +f2 · �'⇢&8 + a8 - Here, �⇡(8 rep-
resents the degree of information diversity seeding received
by individual 8. ⇡�+8 is the diversity of encountered informa-
tion, �'⇢&8 is the frequency of information exposure, and
a8 is the error term.

Fig. 5: Information Literacy Error Incidence (ILE)

2. Information Resilience (IRR)
- �''8 = X0 + X1 · �⇡(8 + X2 · �%⇠8 + d8 - �''8 signifies the
information resilience of individual 8. �%⇠8 is the previously
defined information processing capability, and d8 is the error
term.

Looking at the equations, both **IDS** and **IRR**
vary based on individual characteristics (information diver-
sity, information exposure frequency, information processing
capability). The error terms account for other factors that the
model may not capture.

1. Relationship between Information Diversity
and IDS
- This graph illustrates the scattered relationship between
information diversity ⇡�+8 and information diversity seeding
�⇡(8 . A tendency for points to move upward and to the
right suggests that as diversity increases, IDS also tends to
increase.

2.Relationship between Information Processing
Capability (IPC) and Information Resilience
(IRR)
- This graph shows the relationship between information pro-
cessing capability �%⇠8 and information resilience �''8 . The
scatter plot does not seem to exhibit a linear relationship,
suggesting that the impact of IPC on IRR may not be straight-
forward. This hints at the possibility of other variables or
nonlinear relationships at play.

3. Relationships between Education Level
(EDU) and Effects of Information Literacy
Training (ILT) and Occurrence of Information
Literacy Errors (ILE)
These graphs depict the relationships between education level
and the effects of information literacy training (ILT) and
the occurrence of information literacy errors (ILE). The ILT
graph suggests that as education level increases, the effec-
tiveness of information literacy training may improve. On



the other hand, the ILE graph does not show a clear relation-
ship between education level and error occurrence.

From these observations, it can be inferred that **IDS**
and **IRR** clearly depend on individual characteristics,
and these variables can influence information resilience and
information processing capability when manipulated. How-
ever, to understand the specific nature of these relationships,
further in-depth statistical analysis is required.

3.3 Analyzing the Relationship Between Innate
Background and Information Immune Phe-
notype

To analyze the relationship between innate background and
the information immune phenotype, it is possible to propose
a formula model using multivariate modeling and pathway
analysis. Here, "innate background" refers to factors such as
an individual’s birthplace, upbringing, education, socioeco-
nomic status, and more, while "information immune pheno-
type" refers to an individual’s ability to process information
and resist misinformation and bias.

1. Innate Background (BG)
- ⌫⌧8 = W1 · ⌫8AC⌘?;0248 + W2 · (>28>42>=><82(C0CDB8 +
W3 · ⇢3D20C8>=!4E4;8 + n8 - Here, W represents coefficients
indicating the strength of the influence of each component on
innate background.

2. Information Immune Phenotype (IIP)
- � �%8 = X1 · �= 5 >A<0C8>=⇢G?>BDA48 + X2 ·
⇠A8C820;)⌘8=:8=6(:8;;B8 + X3 · ⌫⌧8 + Z8 -
�= 5 >A<0C8>=⇢G?>BDA48 represents the degree of ex-
posure to information, ⇠A8C820;)⌘8=:8=6(:8;;B8 denotes
critical thinking abilities, ⌫⌧8 signifies innate background,
and Z8 is the error term.

Measure each component of innate background ⌫⌧8 and
estimate the associated coefficients W. Measure the informa-
tion immune phenotype � �%8 and analyze how information
exposure, critical thinking skills, and innate background in-
fluence it. Model the relationship between ⌫⌧8 and � �%8 us-
ing linear regression or structural equation modeling (SEM)
to estimate causal relationships.

Implementation of Multivariate Modeling and
Pathway Analysis
Use regression analysis to quantify the impact of each con-
stituent of innate background ⌫⌧8 on the information im-
mune phenotype � �%8 . - Employ structural equation model-
ing (SEM) to introduce latent variables and simultaneously
evaluate direct and indirect relationships between ⌫⌧8 and
� �%8 . - Identify direct and indirect pathways between innate
background and the information immune phenotype through
pathway analysis, visualizing how each path is related.

Fig. 6: Innate Background (BG)/ Information Immune Phe-
notype (IIP)

Fig. 7: Innate Background (BG)/ Information Immune Phe-
notype (IIP)

This approach is expected to provide insights into how
innate background influences the information immune phe-
notype and facilitate the design of more effective information
literacy education programs.

We will discuss the relationship between Innate Back-
ground (BG) and Information Immune Phenotype (IIP).

3.4 1.Innate Background (BG):Innate Back-
ground (BG) Innate Background (BG8)

- ⌫⌧8 = W1 · ⌫8AC⌘?;0248 + W2 ·
(>28>42>=><82(C0CDB8 + W3 · ⇢3D20C8>=!4E4;8 + n8 -
·W28B02>4 5 5 8284=C8=3820C8=6C⌘4BCA4=6C⌘> 5 C⌘48<?02C> 5 402⌘2><?>=4=C>=C⌘4�==0C4⌫02:6A>D=3.

These formulas are used to model how an individual’s
inborn background ⌫⌧8 affects their informational immu-
nization type � �%8 . The coefficients of W and X are expected
to be estimated through regression analysis using real data.

3.5 1.Innate Background
The scatter plot shows the relationship between Innate Back-
ground (BG) and Information Immune Phenotype (IIP) by the
distribution of points. From this distribution, it appears that
there is some correlation between BG and IIP, but the wide
distribution of points suggests that the relationship is quite
complex.



3.6 2.Histogram
Results shows the distribution of IIP values. This distribution
is somewhat close to a normal distribution, but it is also
slightly skewed. This indicates that IIP may be influenced by
many different factors.

Through these observations, the following steps are rec-
ommended for a more detailed understanding of the influence
of congenital background on the informational immunotype:
Perform a regression analysis to estimate each W coefficient.
This will reveal how Birthplace, SocioeconomicStatus, and
EducationLevel affect BG.

Structural Equation Modeling (SEM) will be used to si-
multaneously assess the direct and indirect relationships be-
tween BG and IIP. This allows us to clarify the pathways
through which each variable affects the IIP. Through pathway
analysis, we identify direct and indirect pathways between
congenital background and informational immunotypes. This
is to visualize how each pathway is related.

This approach provides insight into how congenital back-
ground influences the information immunotype and can be
used to develop more effective facilitate the design of infor-
mation literacy education programs.

3.7 Construction of Pathway Models
In pathway analysis, it is possible to investigate the detailed
relationships between multiple variables. In this case, a path-
way model is constructed to investigate the causal relationship
between innate background and the information immune phe-
notype. Below, specific formulas and the calculation process
for this purpose are proposed.

1. Direct Impact from Innate Background (BG)
to Information Immune Phenotype (IIP)
- � �%8 = _0 + _1 · ⌫⌧8 + n8 - Here, _0 and _1 are path
coefficients, and n8 is the error term.

2. Impact from Innate Background (BG) to In-
termediate Variables (e.g., Information Expo-
sure (IE), Critical Thinking Skills (CT))
- �⇢8 = `0 + `1 · ⌫⌧8 + [8 - ⇠)8 = a0 + a1 · ⌫⌧8 + b8 - Here,
`0, `1, a0, a1 are path coefficients, and [8 , b8 are error terms.

3. Impact from Intermediate Variables to Infor-
mation Immune Phenotype (IIP)
- � �%8 = _2 · �⇢8 + _3 · ⇠)8 + Z8 - Here, _2, _3 are path
coefficients, and Z8 is the error term.

1. Data Collection and Preprocessing
- Collect data related to each variable (innate background, in-
formation exposure, critical thinking skills, information im-

Fig. 8: Direct influence of congenital background and in-
formational immunophenotype / Effects of information expo-
sure/ Influence of critical thinking skills / Indirect effects of
informational immunophenotype

mune phenotype) and appropriately normalize or standardize
them.

2. Estimation of Path Coefficients
- Use structural equation modeling (SEM) to estimate the path
coefficients (_, `, a) mentioned above. Evaluate the goodness
of fit of the model using SEM results, including goodness-
of-fit indices (GFI), adjusted goodness-of-fit indices (AGFI),
and comparative fit indices (CFI). Confirm the significance
of each path and assess the direct and indirect relationships
between innate background and the information immune phe-
notype.

4. Interpretation of Results
Interpret the strength and direction of the impact of innate
background on the information immune phenotype using the
estimated path coefficients.Analyze the pathways of influence
through intermediate variables and reveal the causal relation-
ships.

This pathway analysis is expected to uncover the mech-
anisms by which innate background affects the information
immune phenotype, providing insights for the development
of more effective information literacy education and interven-
tion strategies.

1. Direct Impact of Innate Background (BG) on
Information Immunity Type (IIP)
- � �%8 = _0 + _1 · ⌫⌧8 + n8 - Here, _0 and _1 are path
coefficients, and n8 is the error term.



2. Impact of Innate Background (BG) on Inter-
mediate Variables (e.g., Information Exposure
(IE), Critical Thinking Skills (CT))
- �⇢8 = `0 + `1 · ⌫⌧8 + [8 - ⇠)8 = a0 + a1 · ⌫⌧8 + b8 - Here,
`0, `1, a0, a1 are path coefficients, and [8 , b8 are error terms.

3. Impact of Intermediate Variables on Infor-
mation Immunity Type (IIP)
- � �%8 = _2 · �⇢8 + _3 · ⇠)8 + Z8 - Here, _2, _3 are path
coefficients, and Z8 is the error term.

These equations represent a model to understand how
an individual’s innate background influences the information
immunity type through intermediate variables such as infor-
mation exposure and critical thinking skills.

1. Direct Relationship between Innate Back-
ground and IIP
- The first graph indicates a linear relationship between in-
nate background (BG) and information immunity type (IIP),
suggesting that BG has a direct and strong impact on IIP.

2. Relationship between Innate Background and
Information Exposure, Critical Thinking Skills
- The second and third graphs show that innate background
positively influences information exposure (IE) and critical
thinking skills (CT). This suggests that BG may influence IIP
through these intermediate variables.

3. Indirect Relationships between Intermediate
Variables and IIP
- The final graph color-codes the impact of information ex-
posure (IE) and critical thinking skills (CT) on IIP, showing
that both variables influence IIP to different extents.

From these observations, it can be concluded that in-
nate background is an important factor influencing informa-
tion immunity type through information exposure and critical
thinking skills. Additionally, evaluating the influence of inter-
mediate variables separately provides insights into how each
variable acts on IIP.

4. Conclusion
4.1 Model Formulations for Clustering Based

on Harmful Information Exposure and Fil-
ter Bubbles, and Network-Theoretical Ap-
proach to External Interventions and Re-
silience Building

1. Information Pollution Degree (IPD)
- �%⇡8 = X0 + X1 · ��'"�#�$8 + X2 · ��!)⇢'⌫*⌫8 + \8
- Here, �%⇡8 represents the information pollution degree,

��'"�#�$8 is the degree of harmful information expo-
sure, ��!)⇢'⌫*⌫8 is the impact of filter bubbles, and \8 is
the error term.

2. Clustering
- Use clustering techniques such as k-means to categorize
individuals into different clusters based on their information
pollution degree.

Network-Theoretical Approach to External In-
terventions and Resilience Building
1. External Intervention Network (EIN)
- ⇢�#8, 9 = l0 + l1 · ⇢-)�#)8 + l2 · �%⇡ 9 + b8, 9 - Here,
⇢�#8, 9 represents the impact of external intervention by in-
dividual 8 on individual 9 , ⇢-)�#)8 is the degree of external
intervention, and b8, 9 is the error term.

2. Resilience Building Network (RBN)
- '⌫#8, 9 = q0 + q1 · '⇢(⌫*�!⇡8 + q2 · �%⇡ 9 + `8, 9 -
Here, '⌫#8, 9 represents the impact of resilience building by
individual 8 on individual 9 , '⇢(⌫*�!⇡8 is the degree of
resilience building, and `8, 9 is the error term.

1. Data Collection and Preprocessing
Collect data related to harmful information(Random Mak-
ing) exposure (��'"�#�$8), the impact of filter bub-
bles (��!)⇢'⌫*⌫8), the degree of external interven-
tion (⇢-)�#)8), and the degree of resilience building
('⇢(⌫*�!⇡8), and normalize or standardize them as nec-
essary.

2. Clustering and Coefficient Estimation
Use clustering to categorize individuals based on their in-
formation pollution degree and estimate coefficients for the
external intervention network and resilience building network
for each cluster.

3. Network Construction and Analysis
Using the estimated coefficients, construct the external inter-
vention network and resilience building network, and analyze
the impact of each network.

This model provides a foundation for categorizing in-
dividuals based on the degree of information pollution and
devising effective strategies for external interventions and re-
silience building for each cluster.

The discussion will be based on formulas and parameters
related to the difficulty of recovery from information literacy
errors (IRRD).

�''⇡8 = _0+_1 ·%'⇢⇠$#8+_2 ·($⇠�#�8+_3 ·⌫⌧8+
_4 · !�)⇢''8 + Z8 - where �''⇡8 represents the difficulty of



Fig. 9: HARMINFO, FILTERBUB, EXTINT, Score per
cluster of RESBUILD

recovering from information literacy errors, %'⇢⇠$#8 is the
degree of preconception, ($⇠�#�8 is sensitivity to the sur-
rounding context, ⌫⌧8 is congenital background, !�)⇢''8

is information literacy error, and Z8 is the error term.
The average of several indicators (HARMINFO, FILTER-

BUB, EXTINT, RESBUILD) for populations belonging to
different clusters is displayed. These indicators may represent
different concepts related to information literacy. For exam-
ple, they may quantify information literacy errors (LITERR),
preconceptions (PRECON), social influences (SOCINF), and
prior background (BG).

To proceed, we need to understand how each indicator
relates to the above formulas. For example:

HARMINFO
is probably related to information literacy errors (LITERR).
The graph shows that Cluster 3 has a higher value on this
indicator than Clusters 1 and 2.

FILTERBUB
may be related to social influence (SOCINF) or preconceived
notions (PRECON). This indicator also has a high value in
cluster 3, but cluster 2 also has a higher value than cluster 1.

EXTINT and RESBUILD
may be directly related to the difficulty in recovering from
information literacy (IRRD) or may represent other factors
(e.g., degree of exposure to external information). In particu-
lar, RESBUILD is significantly lower in Cluster 3, which may
mean that Cluster 3 has difficulty recovering from information
literacy errors.

Combining these graphs and equations, we can perform
a comparative analysis of the difficulty of recovery from in-
formation literacy errors (IRRD) across populations. Using

linear regression analysis to estimate the _ coefficients and
calculate the scores for �''⇡8 in each cluster, we can deter-
mine how these measures affect the occurrence and recovery
from errors in information literacy. It would be possible to
gain deeper insights by assessing the goodness of fit of the
model in a statistical way and by analyzing the relationships
among the variables.

4.2 Proposed Formulas for Factors Hindering
Recovery from Information Literacy Errors

To incorporate factors such as preconceptions and susceptibil-
ity to the opinions of the surrounding context into the innate
definition and the difficulty of recovering from information
literacy errors, it is possible to introduce elements that hinder
recovery into formulas and calculation processes. Below, we
propose a formula model and calculation process based on
this approach.

1. Difficulty of Recovering from Information
Literacy Errors (IRRD)
- �''⇡8 = _0 +_1 · %'⇢⇠$#8 +_2 · ($⇠�#�8 +_3 · ⌫⌧8 +
_4 · !�)⇢''8 + Z8 - Here, �''⇡8 represents the difficulty
of recovering from information literacy errors, %'⇢⇠$#8 is
the degree of preconceptions, ($⇠�#�8 is the susceptibility
to the opinions of the surrounding context, ⌫⌧8 is the innate
background, !�)⇢''8 is the information literacy error, and
Z8 is the error term.

1. Data Collection and Preprocessing
- Collect data related to preconceptions (%'⇢⇠$#8), sus-
ceptibility to the opinions of the surrounding context
(($⇠�#�8), innate background (⌫⌧8), and information lit-
eracy errors (!�)⇢''8).

2. Estimation of Variables
- Use linear regression analysis to estimate the coefficients
(_) of �''⇡8 .

3. Model Evaluation
- Calculate the scores for the difficulty of recovering from
information literacy errors using the estimated coefficients.
- Evaluate the goodness of fit of the model using statistical
methods and analyze the relationships between variables.

4. Interpretation of Results
- Interpret the obtained numerical values and assess the im-
pact of preconceptions, susceptibility to the opinions of the
surrounding context, innate background, and information lit-
eracy errors on the difficulty of recovering from information
literacy errors.



Fig. 10: Proposed Formulas for Factors Hindering Recovery
from Information Literacy Errors:EDUQ: Quality of Educa-
tional Programs, INFOD: Diversity of Information Sources,
COMF: Communication Frequency, PREF: Opportunities for
Personal Reflection, SOCSP: Social Support

This model quantitatively analyzes various factors that
influence the difficulty of recovering from information liter-
acy errors and provides a foundation for devising effective
intervention strategies.

This section discusses a model that quantitatively analyzes
the difficulty of recovery from information literacy errors
(IRRD).

It shows how the difficulty in recovering from informa-
tion literacy errors (IRRD) varies with different factors (PRE-
CON, SOCINF, BG, and LITERR) relative to the horizontal
axis. The color-coded dots represent each factor, and the
IRRD scores are displayed on the vertical axis.

- �''⇡8 = _0 + _1 · %'⇢⇠$#8 + _2 · ($⇠�#�8 + _3 ·
⌫⌧8 + _4 · !�)⇢''8 + Z8

Each factor appears to affect IRRD to different degrees.
As the value of a factor increases, the IRRD score tends to
increase as well, suggesting that this relationship is not con-
sistent across all factors. The distribution of points is different
for PRECON, SOCINF, BG, and LITERR, indicating that the
degree to which these factors affect IRRD varies. The good-
ness of fit of the model is evaluated using statistical methods
(e.g. R² and adjusted R², AIC, BIC, etc.). -It will be nec-
essary to interpret the numerical results and assess how pre-
conceptions (PRECON), sensitivity to surrounding opinions
(SOCINF), congenital background (BG), and information lit-
eracy errors (LITERR) affect the difficulty in recovering from
information literacy errors. The sign and magnitude of each
coefficient will indicate whether each factor has a positive or
negative impact on IRRD and the strength of that impact. A
good fit of the model confirms that these factors have a sig-
nificant impact on recovery from information literacy errors.

Fig. 11: Proposed Formulas for Factors Hindering Recovery
from Information Literacy Errors:EDUQ: Quality of Educa-
tional Programs, INFOD: Diversity of Information Sources,
COMF: Communication Frequency, PREF: Opportunities for
Personal Reflection, SOCSP: Social Support

Fig. 12: Proposed Formulas for Factors Hindering Recovery
from Information Literacy Errors:EDUQ: Quality of Educa-
tional Programs, INFOD: Diversity of Information Sources,
COMF: Communication Frequency, PREF: Opportunities for
Personal Reflection, SOCSP: Social Support

The model provides a basis for quantitatively analyzing
the various factors that influence the difficulty of recovery
from information literacy errors and for devising effective in-
tervention strategies. Through this, insights will be gained
to improve information literacy education and support pro-
grams.

Again, let’s proceed with the discussion on the difficulty
of recovery from information literacy errors (IRRD).

IRRD is determined by the following factors
- �''⇡8 = _0 +_1 · %'⇢⇠$#8 +_2 · ($⇠�#�8 +_3 · ⌫⌧8 +
_4 · !�)⇢''8 + Z8

This equation includes preconceptions (PRECON), social
influences (SOCINF), congenital background (BG), and in-
formation literacy errors (LITERR), and models how these
affect the difficulty of recovery from information literacy er-
rors.

The distribution of each of these factors is shown to visu-
alize how common each factor is. For example, it can be seen
that some factors show higher frequencies at certain values.



This may mean that certain categories or conditions within
the random condition data set are more common.

Next, we have a graph plotting the impact of these fac-
tors in the individual clusters. This shows the relationship
between data points divided into different clusters, indicating
that each cluster has different characteristics and trends.Each
cluster is likely to have different patterns with respect to how
these factors contribute to IRRD.

Using these data, we estimate the _ coefficient through
a linear regression analysis. This coefficient indicates the
strength and direction of the influence of the above factors
on IRRD. By assessing the goodness of fit of the model
and analyzing the relationships among the variables, it is
possible to identify which factors have the greatest impact on
the difficulty of recovering from information literacy errors.
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