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Abstract: This research note introduces a new interdisciplinary approach that links first-principles

calculations, particularly those focused on exchange-correlation potentials within density functional

theory (DFT), with the challenges of digital information control. By investigating the electronic

properties of graphene and other 2D honeycomb materials such as graphene-like germane, silicene,

Plumbene, and borophene, we will examine methods to analyze the similarities between material

properties and digital information flow in large-scale simulations. These materials feature unique

honeycomb lattice structures and are governed by the subtlety of exchange-correlation potentials,

providing valuable insight into the dynamics of information propagation, control, and filtering in the

digital environment. Through comparisons, we will reveal how changes in material properties affect

digital information management strategies and propose a new paradigm for tackling misinformation

and enhancing digital governance. This interdisciplinary effort not only advances our understanding

of 2D materials, but also provides new perspectives on digital information management and high-

lights the potential applications of materials science with large-scale computation in first-principles

calculations in informing policy and strategy in the digital domain.
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1. Introduction
In the realm of materials science, the advent of two-

dimensional (2D) materials with honeycomb lattice struc-

tures, such as graphene, germanene, silicene, Plumbene, and

borophene, has opened new frontiers in understanding the

fundamental properties and potentials of these novel materi-

als.

At the heart of their theoretical exploration lies the ap-

plication of first-principles calculations, particularly through

the utilization of the Kohn-Sham equations within the frame-

work of Density Functional Theory (DFT). These equations,

augmented with various approximations for the exchange-

correlation potential, provide critical insights into the elec-

tronic, optical, and mechanical properties of 2D materials,

which are pivotal for a plethora of applications, from electron-

ics to energy storage. Parallel to the exploration of 2D ma-

terials, the digital realm is undergoing rapid transformations,

with information flow and control becoming central concerns,

especially in the context of misinformation and digital gover-
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Fig. 3: Interaction Germanene van der Waals Strength

nance. The management of digital information, characterized

by its rapid dissemination and the challenges of filtration and

verification, bears an intriguing resemblance to the propa-

gation and interaction phenomena observed in 2D materials.

This paper posits that the methodologies and insights derived

from first-principles calculations of 2D materials can offer a

unique perspective on digital information control. By draw-

ing analogies between the exchange-correlation potentials in

2D materials and the dynamics of digital information flow,

we explore novel approaches to understanding and managing

digital environments.

This interdisciplinary inquiry not only broadens the ap-

plication scope of first-principles calculations but also intro-

duces a materials science perspective to the challenges of

digital information control. Through this synthesis, the paper

aims to foster a dialogue between two seemingly disparate

fields, highlighting the potential of 2D materials science in

contributing to more effective strategies for digital gover-

nance and misinformation management.

Two-dimensional materials, especially those with honey-

comb lattice structures such as graphene, germanene, silicene,

plumbene, and borophene, are essential for elucidating the

electronic, optical, and mechanical properties of these novel

materials. First-principles calculations in these materials,

based on density functional theory (DFT), are indispensable

tools. At the core of these calculations lies the Kohn-Sham

equation, based on DFT, which predicts the ground-state

properties of materials by effectively reducing many-electron

systems to a single-electron problem using approximations

for the exchange-correlation potential.

The key element of this computational method is the ap-

proximation of the exchange-correlation potential, which han-

dles the complex interactions of many-electron systems. Gen-

erally, exchange-correlation functionals such as local density

approximation (LDA) or generalized gradient approximation

(GGA) are used, but more complex hybrid functionals and,

recently, machine learning-based methods are being explored

to accurately reproduce the characteristics of specific materi-

als.

Meanwhile, the control of digital information, particularly

the challenge of disseminating and suppressing large-scale

misinformation, has become a significant issue in modern so-

ciety. Understanding the mechanisms of information dissem-

ination and strategies to control it is essential for maintaining

a healthy digital environment.

The intersection of these two seemingly unrelated do-

mains lies in the modeling of electron interactions in two-

dimensional materials and the similarity to mechanisms of

information dissemination and control in the digital environ-

ment. By using the characteristics of two-dimensional ma-

terials revealed by first-principles calculations as an analogy

to the flow of digital information, it is possible to devise new

methods and theories for information control. For example, if

the approximation of the exchange-correlation potential can

model the strength and characteristics of interactions between

information, it could be used to develop algorithms for infor-

mation filtering and reliability assessment.

Such an approach is expected to bridge physics and infor-

mation science, integrating insights from both fields to bring

new insights and solutions to each domain. However, mod-

eling such interactions requires careful consideration of the

fundamental differences between physical and information

phenomena, and empirical validation and detailed research

towards practical applications are necessary due to the of-

ten significant gaps between theoretical models and actual

implementations.

The electronic properties and nonlinear optical response

of two-dimensional materials with a structure have been ana-

lyzed in detail using first-principles calculations based on den-

sity functional theory (DFT). Using the Kuhn-Sham equation

as the core, the band structure, density of states, and opti-

cal properties of these materials were calculated, revealing

the unique properties of each material. Particular emphasis

was placed on the nonlinear optical response of the torsional

bilayer structure of each material to explore its potential ap-

plication as a new physical material. Based on the calcu-

lated physical properties, a simulation model was proposed

for application to the mechanisms of diffusion, management,

and suppression of digital information, and new analogies

between the physics of two-dimensional materials and infor-

mation behavior in the digital environment were explored.

The van der Waals forces and van der Waals coupling

between two-dimensional materials with honeycomb lattice

structures such as graphene, germane, silicene, plumbene,

and borophene were investigated in detail through first-

principles calculations. The calculations, based on density

functional theory (DFT) and the Kuhn-Sham equation, aim

to improve our understanding of the interactions between

these materials. Particular attention was given to van der

Waals interactions in stacked structures between different

two-dimensional materials and how they affect the electronic

and optical properties of the materials. The implications

of these interactions for device design and applications in

materials science were also discussed. In addition, the possi-

bility of applying the findings to simulations of information

management and diffusion in the digital environment was



discussed, paving the way for the discovery of new physi-

cal materials and the development of advanced information

processing technologies.

The Kohn-Sham equation in first-principles calculations

is particularly important for two-dimensional materials with

honeycomb lattice structures such as graphene, germanene,

silicene, plumbene, and borophene. These materials exhibit

unique electronic and optical properties and serve as the

foundation for many advanced technologies. First-principles

calculations, especially density functional theory (DFT), are

powerful tools for understanding and predicting the ground-

state properties of these materials.

2. Common Characteristics of
Two-Dimensional Materials

Graphene, germanene, silicene, plumbene, borophene, and

other two-dimensional materials with honeycomb lattice

structures share several important characteristics. The po-

tential energy and properties of these materials may offer

new insights and ideas for digital information management.

0 Honeycomb Lattice Structure: All these two-

dimensional materials possess a honeycomb-like lattice

structure. This structure plays a crucial role in elec-

tronic properties and leads to unique phenomena like

Dirac cones.

0 Quantum Confinement Effect: In two-dimensional

materials, electrons are confined within the plane, re-

sulting in the quantum confinement effect, which promi-

nently displays quantum mechanical properties. This

affects electron behavior and the optical properties of

the materials.

0 High Surface Area-to-Volume Ratio: These materials

are thin and have a high surface area-to-volume ratio,

making surface effects dominant. This influences the

materials’ chemical reactivity and their applications as

sensors.

0 Tunable Electronic Properties: By doping or changing

the twist angle between layers, the electronic properties

of these two-dimensional materials can be tuned. This

allows for a wide range of properties from semiconduct-

ing to metallic.

3. Ideas for Applications in Digital
Information Management

The characteristics of these two-dimensional materials could

be utilized as analogies for digital information management,

filtering, and diffusion mechanisms.

– Information Filtering: Materials like germanene and

plumbene with wide bandgaps symbolize strict criteria for

information filtering. A model can be devised where only in-

formation with "energy" (reliability or importance) exceeding

specific thresholds passes through filters for diffusion.

– Selective Information Diffusion: The bandgaps of materials

like silicene permit electron conduction only under specific

conditions. This analogy can be used to model a mechanism

where information is diffused only if it relates to specific

keywords or topics.

– Echo Chamber Effect: The unique structure of borophene

can represent the echo chamber effect, where information

resonates and is reinforced within specific communities or

groups. It allows for modeling the process where information

shared within a group resonates and further diffuses due to

its resonance effect.

Utilizing these analogies may provide insights for devel-

oping new strategies and policies in digital information man-

agement. They are particularly useful for designing filtering

mechanisms to ensure the reliability and appropriateness of

information and for considering information diffusion strate-

gies to promote healthy community dynamics.

4. Overview of First-Principles
Calculations

Let’s consider the simulation of nonlinear optical responses in

twisted bilayer structures of two-dimensional materials with

honeycomb lattice structures such as graphene, germanene,

silicene, plumbene, and borophene using first-principles cal-

culations. Density Functional Theory (DFT) based first-

principles calculations are commonly applied to simulate the

nonlinear optical responses in twisted bilayer structures of

two-dimensional materials. However, the specific equations

and computational processes involved are complex and re-

quire advanced computational physics knowledge. Below,

we outline the overview of this process and the general ap-

proach to related calculations.

0 Structure Optimization: Create an initial model of the

twisted bilayer structure of the target two-dimensional

material and optimize its structure. Using DFT calcu-

lations, adjust the positions of atoms to minimize the

energy.

0 Electronic Structure Calculation: Compute the elec-

tronic structure using DFT for the optimized structure.

This provides electronic properties such as band struc-

tures, density of states, and Fermi energy.

0 Evaluation of Nonlinear Optical Response: Based on

the results of electronic structure calculations, evaluate

the nonlinear optical coefficients or the nonlinear opti-

cal response of the two-dimensional material. Nonlinear

optical response describes the changes in optical prop-

erties of a material depending on the intensity of light.



5. Specific Computational Approach
The general equations for evaluating nonlinear optical re-

sponses typically involve nonlinear susceptibilities (j (2)
or

j (3)
). For example, the second-order nonlinear optical re-

sponse of two-dimensional materials can be expressed as:

% (2)
8 (l) = Y0

’
9:

j (2)
8 9: (�l;l1,l2)⇢ 9 (l1)⇢: (l2)

Here, % (2)
8 (l) is the nonlinear polarization, Y0 is the

vacuum permittivity, j (2)
8 9: is the second-order nonlinear sus-

ceptibility, and ⇢ 9 (l1) and ⇢: (l2) are the incident electric

fields.

In this calculation, it’s necessary to compute the nonlin-

ear susceptibility based on electronic structure data obtained

from first-principles. Information such as wavefunctions, en-

ergy levels, transition dipole moments, etc., are required for

computing the nonlinear susceptibility, all of which are ob-

tained through DFT calculations.

– Such calculations are performed using specialized compu-

tational chemistry or computational physics software (e.g.,

Quantum ESPRESSO, VASP, etc.).

– They can be computationally expensive and may require sub-

stantial computational resources.

– In the actual computation process, attention should be paid

to parameters such as the choice of appropriate exchange-

correlation functionals, the density of k-point meshes, energy

cutoffs, etc.

Calculating nonlinear optical responses provides a deep

understanding of the optical properties of materials and may

lead to applications in photonics, optical communications,

sensor technologies, etc.

6. Selection of Exchange-Correlation
Functionals

First-principles calculations, especially Density Functional

Theory (DFT), rely heavily on selecting appropriate param-

eters such as "exchange-correlation functionals," "density of

k-point meshes," and "energy cutoff," which significantly af-

fect the accuracy and efficiency of the calculations. Here,

we explain these parameters and the general computational

process.

Exchange-correlation functionals are mathematical repre-

sentations used to handle electron exchange interactions and

correlation effects. The accuracy of DFT calculations heavily

depends on the selected functional.

– Local Density Approximation (LDA): The simplest form

assumes the electron density is locally uniform. It’s com-

monly used in solid-state physics but tends to underestimate

results.

– Generalized Gradient Approximation (GGA): Considers

the gradient of electron density and often provides higher

accuracy than LDA. It typically yields balanced results in

calculations for solids and molecules.

– Hybrid Functionals: Replace part of the exchange-

correlation energy with the accurate exchange energy between

electrons (obtained from Hartree-Fock method). They offer

high accuracy but come with higher computational costs.

The choice of functional varies depending on the sys-

tem under study and the properties being sought (structure,

energy, electronic properties, etc.).

7. Density of k-Point Mesh
K-points are used to sample the electron wavefunctions in the

Brillouin zone, and the density of the k-point mesh affects the

calculation’s accuracy.

– Density: Typically, as the system size increases, the required

number of k-points decreases. Conversely, smaller unit cells

require more k-points. A balance between computational cost

and accuracy needs to be maintained.

– Selection Methods: Various schemes exist for selecting k-

points, such as Monkhorst-Pack grids or Gamma-centered

grids. The appropriate scheme is chosen based on the sys-

tem’s symmetry and characteristics.

8. Energy Cutoff
The energy cutoff defines the maximum energy of plane-wave

basis functions used to expand wavefunctions and charge den-

sities.

– Selection: The energy cutoff significantly affects the com-

puted properties, requiring it to be set sufficiently high. How-

ever, setting it too high increases computational costs.

– Convergence Testing: Convergence tests are conducted to

find the optimal energy cutoff, ensuring that computed prop-

erties (e.g., total energy, lattice constants, band gaps) stabilize

with respect to the energy cutoff value.

0 Preparation of Initial Structure: Prepare the structure

of the target two-dimensional material.

0 Selection of Functional, k-Points, and Energy Cutoff:

Choose appropriate exchange-correlation functionals, k-

point meshes, and energy cutoff based on the system and

computational objectives.

0 Structure Optimization: Perform DFT calculations to

optimize atomic positions and cell parameters.



0 Electronic Structure Calculation: Compute the elec-

tronic structure for the optimized structure, obtaining

properties like band structures and density of states.

0 Evaluation of Nonlinear Optical Response: Based on

the electronic structure calculation results, evaluate non-

linear optical coefficients or responses.

9. Kohn-Sham Equations
This process is typically performed using specialized compu-

tational software (such as VASP, Quantum ESPRESSO) and

may require high-performance computing resources.

We will elaborate on the specific equations and steps in-

volved in the computational process based on first-principles

calculations, particularly Density Functional Theory (DFT).

DFT calculations are based on solving the Kohn-Sham equa-

tions instead of the Schrödinger equation to determine the

electronic ground state energy and wavefunctions.

The essence of DFT lies in effectively reducing many-

body problems to an effective single-electron problem. This

approach is implemented using the Kohn-Sham equations:
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2<
r2 ++
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(r)
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k8 (r) = Y8k8 (r)

Here,

– k8 (r) represents the 8th Kohn-Sham orbital.

– Y8 is the corresponding eigenenergy.

– +
eff

(r) is the effective potential, comprising the external po-

tential, Hartree (electron-electron Coulomb) potential, and

exchange-correlation potential.

10. Effective Potential
The effective potential +

eff

(r) is expressed as:

+
eff

(r) = +
ext

(r) +
π

=(r0)
|r � r0 | 3r0 ++

xc

(r)

– +
ext

(r) is the external potential due to atomic nuclei.

– The second term represents the Coulomb interaction between

electrons (Hartree term), where =(r0) is the electron density.

– +
xc

(r) is the exchange-correlation potential, and its proper

approximation is crucial in DFT.

0 Initial Electron Density Estimation:

– Choose an appropriate initial electron density =(0) (r).

0 Calculation of Effective Potential:

– Compute + (0)
eff

(r) using the initial electron density.

0 Solution of Kohn-Sham Equations:

– Solve the Kohn-Sham equations using + (0)
eff

(r) to obtain

a new electron density =(1) (r).

0 Self-Consistent Loop:

– Update the effective potential with the new electron den-

sity and solve the Kohn-Sham equations again. Repeat

this process until the electron density converges.

0 Calculation of Physical Quantities:

– Use the converged electron density to compute energy,

forces, electronic properties, etc.

11. Exchange-Correlation Functionals,
k-Point Mesh, Energy Cutoff

– The choice of exchange-correlation functionals +
xc

(r) de-

pends on selecting the most suitable approximation for the

system (LDA, GGA, hybrid functionals, etc.).

– The k-point mesh determines the sampling density of the

Brillouin zone and directly affects the accuracy of the calcu-

lation. The mesh is determined through convergence tests.

– The energy cutoff determines the maximum kinetic energy

of plane-wave basis functions and balances the accuracy and

efficiency of the calculation. A higher cutoff yields more

accurate results but increases computational costs. The ap-

propriate value is found through convergence tests.

Through this computational process, the electronic prop-

erties such as nonlinear optical responses in the twisted bilayer

structure of two-dimensional materials can be understood and

predicted.

12. Electronic Structure Calculation of
Germanene

We will explain the specific equations and computational pro-

cess involved in first-principles calculations for germanene.

Here, we outline the steps required for density functional the-

ory (DFT) calculations to investigate the electronic structure

and nonlinear optical response of germanene.

0 Preparation of Structure:

– Prepare the optimal lattice structure of germanene us-

ing experimental data, literature information, or data

obtained from other computational methods.

0 Estimation of Initial Electron Density:

– Choose an appropriate method (e.g., superatomic or-

bitals or simple electron density distribution) to estimate

the initial electron density.

0 Calculation of Effective Potential +eff (r):



– Compute the effective potential using the initial elec-

tron density. This consists of the nuclear electrostatic

potential, electron-electron Coulomb interaction, and

exchange-correlation potential.

+
eff

(r) = +
ext

(r) +
π

=(r0)
|r � r0 | 3r0 ++

xc

[=(r)]

0 Solution of Kohn-Sham Equations:

– Solve the Kohn-Sham equations using +
eff

(r) to obtain

a new electron density. Repeat this iteratively until the

electron density converges.

0 Calculation of Physical Quantities:

– From the converged electron density, calculate electronic

properties such as band structure, density of states, Fermi

level, etc., for germanene.

0 Calculation of Nonlinear Susceptibility:

– Nonlinear optical response is computed via nonlinear

susceptibility. The second-order nonlinear susceptibility

j (2)
for second-order nonlinear optical effects is given

by:

j (2) (�lf;l1,l2) =
1
Y0
% (2) (�lf;l1,l2)

Here, % (2)
represents the second-order nonlinear polar-

ization, which describes the material’s response to the

electric field at specific frequencies.

0 Evaluation of Frequency Response:

– Evaluate the material’s response to different frequency

components of incident light. This involves computing

j (2)
for different combinations of incident light.

0 Analysis of Nonlinear Optical Effects:

– Analyze the computed nonlinear susceptibility to under-

stand the characteristics of nonlinear optical effects in

germanene. This may include phenomena such as sec-

ond harmonic generation (SHG) or optical rectification

(OR).

– The choice of exchange-correlation functional +
xc

, k-point

mesh density, and energy cutoff significantly affect the accu-

racy of calculations. These parameters should be carefully

chosen and convergence tests should be performed depending

on the problem under investigation.

13. Silicene monolayer forms a
two-dimensional honeycomb lattice

We will explain the specific computational process for first-

principles calculations of silicene, which is essentially sim-

ilar to the calculation process for graphene and other two-

dimensional materials. However, some specific considera-

tions are required to adapt to the unique physical properties

and structure of silicene. Below, we describe the detailed

computational process for silicene.

Silicene monolayer forms a two-dimensional honeycomb

lattice structure with silicon atoms. Optimization of this

structure adjusts the interatomic distances and bond angles to

match experimental values or other computational results.

14. Selection of Exchange-Correlation
Functionals

For calculations involving silicene, the commonly used func-

tionals include Generalized Gradient Approximation (GGA)

or more accurate hybrid functionals. Proper selection of the

functional is crucial to accurately reproduce properties like

the band gap of silicene.

15. Setting up the k-point Mesh
The distribution of k-points (wavevector) within the Brillouin

zone significantly affects the accuracy of electronic structure

calculations for silicene. For higher accuracy, a denser k-point

mesh is required, albeit at the cost of increased computational

expense.

16. Setting up the Energy Cutoff
The energy cutoff for plane-wave basis functions in silicene

calculations determines the convergence and accuracy of the

computation. Silicene may require a particularly high cutoff

compared to other two-dimensional materials.

17. Calculation of Nonlinear Optical
Response

The nonlinear optical response of silicene is computed from

its electronic structure. Nonlinear optical coefficients are

evaluated through second and third-order susceptibilities as-

sociated with transitions between electronic states.

18. Specific Equations and
Computational Process

– Kohn-Sham Equation:

✓
� \2

2<
r2 ++

eff

(r)
◆
k8 (r) = Y8k8 (r)



– Effective Potential:

+
eff

(r) = +
ext

(r) +
π

=(r0)
|r � r0 | 3r0 ++

xc

[=(r)]

– Electron Density:

=(r) =
’
8

|k8 (r) |2

Through these computational steps, one can obtain physi-

cal properties such as the ground state energy, electron density

distribution, and band structure of silicene. Additionally, if

there is interest in nonlinear optical response, properties such

as nonlinear susceptibilities and second harmonic generation

(SHG) can be calculated based on the obtained electronic

structure.

19. The first-principles computational
process for borophene

The first-principles computational process for borophene is

fundamentally similar to that of other two-dimensional ma-

terials, but specific considerations for borophene’s unique

physical properties and structural characteristics are neces-

sary. Below, we explain the specific computational process

for borophene.

In the structural optimization of borophene, the stability

of the two-dimensional honeycomb structure formed by boron

atoms is considered. Since borophene may include additional

boron atoms in the center, this characteristic also needs to be

incorporated into the structural optimization process.

20. Selection of Exchange-Correlation
Functionals

For borophene calculations, Generalized Gradient Approxi-

mation (GGA) or more accurate hybrid functionals are com-

monly used. Proper selection of the functional is crucial to

accurately reproduce borophene’s specific properties such as

band gap and magnetic properties.

21. Setting up the k-point Mesh
The distribution of k-points (wavevector) within the Brillouin

zone significantly affects the accuracy of electronic structure

calculations for borophene. Particularly for accurate calcula-

tion of the band structure, a fine k-point mesh may be required

in the case of borophene.

22. Setting up the Energy Cutoff
The energy cutoff for plane-wave basis functions affects the

accuracy of borophene calculations. Especially for capturing

detailed electronic states and band structures, a relatively high

energy cutoff may be necessary for borophene.

23. Calculation of Nonlinear Optical
Response

The nonlinear optical response of borophene is computed

from its electronic structure. Nonlinear optical coefficients

are evaluated through susceptibilities associated with transi-

tions between electronic states.

24. Specific Equations and
Computational Process

– Kohn-Sham Equation:
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– Effective Potential:
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– Electron Density:
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Through these computational steps, one can obtain physi-

cal properties such as the ground state energy, electron density

distribution, and band structure of borophene. Additionally, if

there is interest in nonlinear optical response, properties such

as nonlinear susceptibilities and second harmonic generation

(SHG) can be calculated based on the obtained electronic

structure.

25. The results of first-principles
calculations on two-dimensional
materials with honeycomb lattice

structures such as graphene,
germanene, silicene, plumbene, and

borophene
The results of first-principles calculations on two-

dimensional materials can be applied to simulate the man-

agement, diffusion, and suppression of information in digital

environments under certain conditions. When applying such

physical models to problems in information science, it’s cru-

cial to carefully construct analogies between physical phe-

nomena and information phenomena. Below, we outline the

approach for application.

26. Building Analogies
0 Nonlinear Response and Information Diffusion: The

nonlinear optical response of two-dimensional materials

represents the degree of material response to external

stimuli (light). This concept can be used as a metaphor



for information diffusion and the strength of influence.

For example, applying the concept of nonlinear response

could model how specific news or information spreads

on social media and influences people.

0 Twist Angle and Information Filtering: The inter-

layer angle (twist angle) in twisted bilayer structures

determines the strength of interlayer interactions. By

using this angle as a metaphor for information filtering

and selectivity, it’s possible to model how information

is selected and transmitted. For instance, specific angles

could act as filters determining the veracity of informa-

tion.

0 Potential Energy and Information Potential: The po-

tential energy of a material represents its stability and

energy state. By using this as a metaphor for information

potential or influence, it’s possible to model the potential

influence and diffusion of specific information.

27. Potential Applications and
Limitations

While such approaches may offer new insights into informa-

tion diffusion, selectivity, and influence, careful consideration

is needed when applying analogies due to fundamental differ-

ences between physical and information phenomena. Addi-

tionally, to fully explain the behavior of information in actual

digital environments, social science elements and psycholog-

ical aspects of human behavior must also be considered.

In conclusion, applying the results of first-principles cal-

culations to simulate digital information is an intriguing area

of interdisciplinary research between physics and information

science. However, further research and a multidisciplinary

approach are necessary to bridge the gap between theoretical

insights and practical applications.

28. Mapping the Characteristics of Van
der Waals Forces

When applying the results of first-principles calculations of

van der Waals forces in the honeycomb lattice structure of

germanene to simulate the management, diffusion, and sup-

pression of information in digital environments, an approach

of mapping physical phenomena to information phenomena

is adopted. Below, we outline the theoretical framework and

computational processes that could be considered.

The characteristics of van der Waals forces, especially

their weak attractive forces depending on distance, are

mapped to interactions between information entities. This

interaction mimics the relevance and propagation of influ-

ence between information entities (e.g., news articles, social

media posts).

Formula: The Lennard-Jones potential, which quanti-

tatively represents van der Waals forces, can be used as

an analogy:

* (A) = 4Y
⇣f
A

⌘12
�
⇣f
A

⌘6
�

where A is the "distance" between information entities, Y
is the depth parameter (strength of interaction), and f is

the distance parameter (effective range of interaction).

29. Model for Interaction Between
Information Entities

To model interactions between information entities, the above

Lennard-Jones potential is adapted to models of information

propagation and receptivity.

Formula: The formula for calculating the strength of

interaction between information entities is defined as

follows:

� (A) = 4[
⇣W
A

⌘12
�
⇣W
A

⌘6
�

where � (A) is the strength of interaction at distance A,
and [ and W are parameters adjusting the characteristics

of interaction between information entities.

30. Model for Information Diffusion
Information diffusion is modeled to occur when the strength

of interaction exceeds a certain threshold, which may vary

depending on the importance of the information or user in-

terest.

Formula: The probability of information spreading can

be modeled as follows:

%
spread

=
1

1 + 4� (� (A )�) )

where %
spread

is the probability of information spreading,

and ) is the threshold.

31. Model for Information Filtering
Information filtering is modeled to occur only when interac-

tions between information entities meet certain conditions,

influenced by user settings or platform policies.

32. Mapping the Characteristics of Van
der Waals Binding

When applying the results of first-principles calculations of

van der Waals binding in two-dimensional materials with ger-

manene’s honeycomb lattice structure to simulate the man-

agement, diffusion, and suppression of information in digital



environments, an analogy of mapping physical phenomena

to information phenomena is used. Below is the theoretical

framework and approach that could be considered.

The characteristics of van der Waals binding in ger-

manene, especially its weak attraction depending on distance,

are mapped to interactions between information entities. This

interaction mimics the propagation of relevance and influence

between information entities related to specific contexts or

topics.

Formula: The quantitative model of van der Waals

forces, such as the Lennard-Jones potential, is applied

in the context of information science:

* (A) = 4Y
⇣f
A

⌘12
�
⇣f
A

⌘6
�

where A represents the "distance" between information

entities, Y is the depth parameter (strength of interac-

tion), and f is the distance parameter (effective range of

interaction).

33. Model for Interaction Between
Information Entities

To model interactions between information entities, the above

Lennard-Jones potential is adapted to models of information

propagation and receptivity.

Formula: The formula for calculating the strength of

interaction between information entities is as follows:

� (A) = 4[
⇣W
A

⌘12
�
⇣W
A

⌘6
�

where � (A) represents the strength of interaction at dis-

tance A, and [ and W are parameters adjusting the char-

acteristics of interaction between information entities.

34. Model for Information Diffusion
Information diffusion is modeled to occur when the strength

of interaction exceeds a certain threshold, which may vary

depending on the importance of the information or user in-

terest.

Formula: The probability of information spreading is

modeled as follows:

%
spread

=
1

1 + 4� (� (A )�) )

where %
spread

is the probability of information spreading,

and ) is the threshold.

35. Model for Information Filtering
Information filtering is modeled to occur only when interac-

tions between information entities meet certain conditions,

influenced by user settings or platform policies.

Formula: The model representing the probability of

information passing through filtering when certain con-

ditions are met is defined as follows:

%
filter

= condition function(� (A), user settings, policy)

36. Implementation and Analysis of
Simulation

Using the constructed model, simulations of information dif-

fusion, management, and suppression in digital environments

are conducted, and effective information control strategies are

analyzed and proposed based on the results obtained.

This approach proposes an example of applying concepts

from physics to problem-solving in information science, but

its success depends on creative analogies and collaboration

between different disciplines. Additionally, the behavior of

information in actual digital environments is highly complex,

and limitations due to model simplification or assumptions

must be considered.

37. Analogy between Van der Waals
Forces and Information

Transmission
When applying the results of first-principles calculations of

van der Waals forces in two-dimensional materials with a

honeycomb lattice structure of silicene to simulate the man-

agement, diffusion, and suppression of information in digital

environments, an approach interpreting physical interactions

as analogies of information transmission can be considered.

Below is the general idea and theoretical framework for this

approach.

Van der Waals forces are weak interactions that depend on

the distance between molecules or atoms. This force weak-

ens rapidly beyond a certain distance. This characteristic can

correspond to how information spreads on social networks.

Information is effectively transmitted between users with spe-

cific relevance or interest, but transmission weakens between

users with lower relevance.

Formula: The potential of van der Waals forces repre-

sented by the Lennard-Jones potential can be mapped to

the strength of information transmission:

* (A) = 4Y
⇣f
A

⌘12
�
⇣f
A

⌘6
�

Here, A represents the "social distance" between infor-

mation entities, Y is the strength of interaction, and f
represents the effective distance of interaction.



38. Construction of Information
Transmission Model

The model of information transmission is constructed based

on van der Waals forces and simulates how information dif-

fuses on the network. The strength of interaction between

information entities is represented by the aforementioned

Lennard-Jones potential.

Formula: To calculate the diffusion probability of in-

formation, a function converting interaction potentials

to diffusion probabilities is defined:

%
spread

(A) = 1
1 + 4�^ (* (A )�*0 )

Here, %
spread

(A) represents the diffusion probability of

information at distance A , ^ is the scaling parameter, and

*0 is the threshold potential for diffusion to occur.

39. Modeling Information Management
and Suppression Mechanisms

Information management and suppression in digital environ-

ments can be modeled by restricting interactions between in-

formation entities. This restriction can be based on filtering

algorithms or user settings.

Formula: The probability of information passing

through the filtering mechanism is calculated based on

interaction potentials and filtering conditions:

%
filter

(A) = ⇥(* (A) �*
filter

)

Here, %
filter

(A) represents the probability of passing

through filtering, ⇥ is the Heaviside step function, and

*
filter

is the potential threshold where filtering becomes

effective.

40. Simulation and Analysis
Simulations are conducted using the constructed model to an-

alyze the effectiveness of different information management

and suppression strategies. Through this process, insights can

be gained to design effective information control strategies.

This approach proposes an example of applying concepts

from physics to problem-solving in information science, but

its success depends on creative analogies and collaboration

between different disciplines. Additionally, the behavior of

information in actual digital environments is highly complex,

and limitations due to model simplification or assumptions

must be considered.

41. Analogy between Van der Waals
Bonding and Information

Transmission
When applying the results of first-principles calculations of

van der Waals bonding in two-dimensional materials with a

honeycomb lattice structure of silicene to simulate the man-

agement, diffusion, and suppression of information in digital

environments, it is necessary to interpret physical phenomena

as metaphors for information transmission mechanisms. Be-

low, we present the theoretical framework, specific formulas,

and computational processes for this process.

Van der Waals bonding is a weak attraction acting be-

tween molecules or atoms, which rapidly decays as distance

increases. This property corresponds to the characteris-

tics of information transmission, where information is effec-

tively transmitted within specific communities or networks

but rapidly attenuates elsewhere.

Formula: The strength of information transmission (
info

is expressed based on the potential energy of van der

Waals bonding:

(
info

(A) = �⇠ · 1
A6

Here, A represents the distance on the network between

the information source and the receiver, and ⇠ is a con-

stant indicating the strength of the bond.

42. Construction of Information
Transmission Model

The model of information transmission is constructed based

on van der Waals bonding and simulates how information

spreads between users.

Formula: To calculate the diffusion probability of in-

formation, a function converting binding energy into

probabilities is used:

%
spread

(A) = 1
1 + 4�^ ((info

(A )�(0 )

Here, ^ is the scaling parameter, and (0 is the threshold

for diffusion to occur.

43. Modeling Information Management
and Suppression Mechanisms

Information management and suppression in digital environ-

ments can be modeled by restricting the paths and strengths of

information transmission. This is achieved through specific

filtering algorithms or user settings.

Formula: The probability of information passing

through the management or suppression mechanism



%
filter

is calculated based on the binding energy and fil-

tering threshold:

%
filter

(A) = ⇥((
info

(A) � (
filter

)

Here, ⇥ is the Heaviside step function, and (
filter

is the

energy threshold for filtering to occur.

44. Simulation and Analysis
Simulations are conducted using the constructed model to an-

alyze the effectiveness of different information management

and suppression strategies. Through this, insights can be

gained to design effective information control strategies.

This approach provides an example of applying concepts

from physics to problem-solving in information science, but

it has limitations due to not fully capturing the complexity

of information transmission in actual digital environments.

Also, caution is required as the simplification of models or

assumptions may not always match real-world scenarios.

45. Construction of Metaphor from
Physical Properties

When applying the results of first-principles calculations of

van der Waals bonding in two-dimensional materials with a

honeycomb lattice structure of planar benzene (plumbene)

to simulate the management, diffusion, and suppression of

information in digital environments, one can consider the

following theoretical framework:

(1) Relationship between Van der Waals Bonding and
Information Transmission:

Van der Waals bonding in planar benzene demon-

strates weak attraction between atoms, which can

be used as an analogy to the strength of relation-

ships and communication among people in the pro-

cess of information transmission.

Formula:

– Model the strength of information transmis-

sion (
info

based on van der Waals bonding:

(
info

= �⇠
A6

Here, A represents the distance on the net-

work between the information source and the

receiver, and ⇠ is a constant indicating the

strength of the bond.

46. Construction of Information
Transmission Model

When constructing the diffusion model of information,

consider the strength of information transmission based

on the previously mentioned van der Waals force. This is

particularly useful for analyzing how information trans-

mission is affected by distance.

Formula:

– Define the diffusion probability of information

%
spread

based on the strength of information trans-

mission:

%
spread

(A) = 1
1 + 4�: ((info

(A )�) )

Here, : is the diffusion rate adjustment parameter,

and) is the threshold for information transmission.

47. Modeling Information Management
and Suppression Mechanisms

Information management and suppression in digital en-

vironments can be modeled by imposing restrictions on

the diffusion probability of information. Assume that

information diffusion is restricted when it exceeds a cer-

tain threshold.

Formula:

– Calculate the probability of information filtering

%
filter

based on the strength of information trans-

mission and the filtering threshold:

%
filter

= ⇥((
info

� �)

Here, ⇥ is the Heaviside function, and � is the

threshold for filtering.

48. Simulation and Analysis
Use these models to simulate various information man-

agement and suppression strategies and analyze effective

information control strategies.

This approach represents an attempt to apply physical con-

cepts to the transmission of digital information, suggesting

new interactions between physics and information science.

However, caution is required in the use of such metaphors,

and further consideration is needed for their applicability in

actual digital environments.

49. Construction of Metaphor from
Physical Properties

When applying the results of first-principles calculations of

van der Waals bonding in two-dimensional materials with a

honeycomb lattice structure of planar benzene (plumbene)

to simulate the management, diffusion, and suppression of

information in digital environments, one can construct the

theoretical framework as follows:



(1) Relationship between Van der Waals Bonding and
Information Bonding:

Van der Waals bonding in planar benzene demon-

strates weak interactions between atoms, which can

be used as an analogy to the connections between

individuals and information sharing in digital en-

vironments.

Formula:

– Model the strength of information bonding

(
info

based on van der Waals bonding energy:

(
info

= �⇠vdW

A6

Here, A represents the distance on the network

between the information source and the re-

ceiver, and ⇠
vdW

is a constant indicating the

strength of the bond.

50. Construction of Information
Transmission Model

When constructing the diffusion model of information,

consider the strength of information bonding based on

the previously mentioned van der Waals bonding. This is

particularly useful for analyzing how information trans-

mission is affected by distance.

Formula:

– Define the diffusion probability of information

%
spread

based on the strength of information bond-

ing:

%
spread

(A) = 1
1 + 4�: ((info

(A )�) )

Here, : is the diffusion rate adjustment parameter,

and) is the threshold for information transmission.

51. Modeling Information Management
and Suppression Mechanisms

Information management and suppression in digital en-

vironments can be modeled by imposing restrictions on

the diffusion probability of information. Assume that

information diffusion is restricted when it exceeds a cer-

tain threshold.

Formula:

– Calculate the probability of information filtering

%
filter

based on the strength of information bonding

and the filtering threshold:

%
filter

= ⇥((
info

� �)

Here, ⇥ is the Heaviside function, and � is the

threshold for filtering.

52. Simulation and Analysis
Use these models to simulate various information man-

agement and suppression strategies and analyze effective

information control strategies.

This approach represents an attempt to apply physical con-

cepts to the transmission of digital information, suggesting

new interactions between physics and information science.

However, caution is required in the use of such metaphors,

and further consideration is needed for their applicability in

actual digital environments.

53. Construction of Metaphor from
Physical Properties

When applying the results of first-principles calculations of

van der Waals bonding in two-dimensional materials with

a honeycomb lattice structure of borophene to simulate the

management, diffusion, and suppression of information in

digital environments, the following steps can be considered:

(1) Interaction between Van der Waals Force and Infor-
mation:

Van der Waals force in borophene demonstrates

very weak interactions between molecules. This

force can be analogized to the weak connections

and influence between individuals in digital en-

vironments during the diffusion and reception of

information.

Formula:

– Model the strength of information interaction

�
interaction

based on van der Waals force:

�
interaction

= � �vdW

A6

Here, A represents the "distance" on the digital

space between the information source and the

receiver, and �
vdW

is a constant indicating the

strength of the bond.

54. Construction of Information
Transmission Model

When constructing the diffusion model of information,

consider the strength of information interaction based on

the van der Waals force mentioned above. This is partic-

ularly useful for analyzing how information transmission

is affected by distance.

Formula:



– Define the diffusion probability of information

%
spread

based on the strength of information in-

teraction:

%
spread

(A) = 1
1 + 4�: (�interaction

(A )�) )

Here, : is the diffusion rate adjustment parameter,

and) is the threshold for information transmission.

55. Modeling Information Management
and Suppression Mechanisms

Information management and suppression in digital en-

vironments can be modeled by imposing restrictions on

the diffusion probability of information. Assume that

information diffusion is restricted when it exceeds a cer-

tain threshold.

Formula:

– Calculate the probability of information filtering

%
filter

based on the strength of information interac-

tion and the filtering threshold:

%
filter

= ⇥(�
interaction

� �)

Here, ⇥ is the Heaviside function, and � is the

threshold for filtering.

56. Simulation and Analysis
Use these models to simulate various information man-

agement and suppression strategies and analyze effective

information control strategies.

This approach represents an example of applying physi-

cal concepts to digital information transmission, suggesting

new areas of intersection between physics and information

science. However, due to the limitations of analogies based

on direct similarities between physical and information phe-

nomena, careful consideration and a multifaceted approach

are required for practical applications.

57. Construction of Metaphor from
Physical Properties

When applying the results of first-principles calculations of

van der Waals bonding in two-dimensional materials with

a honeycomb lattice structure of borophene to simulate the

management, diffusion, and suppression of information in

digital environments, the following steps can be considered:

(1) Van der Waals Bonding and Information Binding:

The weak bonding of van der Waals in borophene

can be analogized to the weak connections between

individuals in the digital space and the binding

force of information. Particularly, as van der Waals

bonding rapidly decreases with distance, it can be

modeled as the decay of information influence.

Formula:

– Define the information bonding strength �
bond

based on van der Waals bonding:

�
bond

(3) = �⇠vdW

36

Here, �
bond

represents the information bond-

ing force, 3 is the "distance" on the digital

space between the information source and the

receiver, and⇠
vdW

is a constant indicating the

strength of the van der Waals bonding.

58. Construction of Information
Transmission Model

Construct the diffusion model of information and ana-

lyze the diffusion patterns of information by considering

the information bonding force based on van der Waals

bonding. When the information bonding force is weak,

information decays rapidly and is less likely to spread to

distant locations.

Formula:

– Define the diffusion probability of information

%
spread

based on the information bonding force:

%
spread

(3) = 1
1 + 4�: (�bond

(3)�) )

Here, %
spread

is the diffusion probability of infor-

mation, : is the diffusion coefficient, and ) is the

threshold for diffusion.

59. Modeling Information Management
and Suppression Mechanisms

To simulate information management and suppression,

consider models that impose restrictions on the diffu-

sion probability of information. For example, a model

where only information bonding forces exceeding a cer-

tain threshold allow information diffusion.

Formula:

– Calculate the probability of information control

%
control

based on the information bonding force and

the control threshold:

%
control

(3) = ⇥(�
bond

(3) � �)

Here, %
control

is the probability of information man-

agement and suppression, ⇥ is the Heaviside func-

tion, and � is the threshold for management and

suppression.



60. Simulation and Analysis
Perform simulations under various conditions using the

above models and analyze the diffusion patterns of in-

formation and the effectiveness of management and sup-

pression mechanisms.

This approach represents an example of applying physical

concepts to digital information transmission issues, provid-

ing new perspectives. However, due to the limitations of

analogies based on direct similarities between physical and

information phenomena, careful consideration and a multi-

faceted approach are required for practical applications.

61. The Kohn-Sham Equation
The Kohn-Sham equation is an effective single-electron equa-

tion introduced by DFT to describe many-electron systems.

This equation is represented as follows:

✓
� \2

2<
r2 ++

eff

(r)
◆
k8 (r) = Y8k8 (r)

Here, k8 (r) represents the 8-th Kohn-Sham orbital, Y8
is the corresponding eigenenergy, and +

eff

(r) denotes the

effective potential.

62. Approximations for
Exchange-Correlation Potential

The effective potential +
eff

(r) is given as the sum of the ex-

ternal potential, Hartree potential, and exchange-correlation

potential. The exchange-correlation potential+
xc

(r) accounts

for the effects of exchange and correlation between electrons

and is one of the most crucial approximations in DFT calcu-

lations. Since the exact form of this term is unknown, many

approximations have been proposed.

(1) Local Density Approximation (LDA): LDA is the

simplest approximation that calculates the exchange-

correlation energy using only the electron density at

each point. It is based on the uniform electron gas and

provides excellent results for many systems, but may be

inaccurate for systems with rapid changes in electron

density.

(2) Generalized Gradient Approximation (GGA): GGA

extends LDA by considering the gradient of the elec-

tron density. This allows for a more accurate treatment

of electron density inhomogeneity and often yields im-

proved results compared to LDA for many systems.

(3) Hybrid Functionals: Hybrid functionals enhance the

accuracy further by replacing part of the exchange en-

ergy from GGA or LDA with the exchange energy from

accurate Hartree-Fock calculations. While computa-

tionally expensive, these functionals are known to pro-

vide excellent results, particularly for molecular and

strongly correlated systems.

63. Applications in Honeycomb Lattice
Structures

In two-dimensional materials with honeycomb lattice struc-

tures, the proper selection of exchange-correlation potential

is crucial to accurately capture their unique properties, such

as the Dirac cone in graphene or edge states in topological

insulators. The choice of exchange-correlation potential sig-

nificantly influences the prediction of electronic, magnetic

properties, and even nonlinear optical responses in these ma-

terials.

Understanding of these materials obtained through first-

principles calculations is essential for the design and opti-

mization of next-generation electronic devices, optical de-

vices, energy conversion materials, etc. By further develop-

ing this theoretical framework and combining it with exper-

imental data, it becomes possible to discover new materials

and explore new application areas for existing materials.

64. Analogy between Kohn-Sham
Equation and Information Control

The application of the Kohn-Sham equation in first-principles

calculations can offer new perspectives in simulations for con-

trolling and managing digital information, extending beyond

the realm of physics. In these applications, it is expected that

the Kohn-Sham equation and its application of exchange-

correlation potential will serve as metaphors to deepen the

understanding of information behavior and its diffusion mech-

anisms.

The Kohn-Sham equation attempts to solve the complex

problems of many-electron systems by effectively reducing

them to a single-electron problem. This approach can simi-

larly be applied in the context of controlling digital informa-

tion. That is, reducing the complex flow and interactions of

information to simpler models and predicting their behavior.

64.1 Exchange-Correlation Potential and Infor-
mation Filtering

The exchange-correlation potential is a crucial element for ef-

fectively modeling interactions between electrons. In the con-

text of information control, this concept corresponds to mod-

eling interactions between information and filtering mecha-

nisms. For example, filtering algorithms that evaluate the

credibility and relevance of information can be seen as anal-

ogous to the selection of exchange-correlation potential.



64.2 Nonlinear Response and Information Dif-
fusion

Studying the nonlinear response of materials in first-

principles calculations is important for understanding the re-

sponse of materials to strong external stimuli. In the context

of digital information, the concept of nonlinear response can

be applied when modeling the diffusion behavior of informa-

tion in response to external stimuli (e.g., social or political

events). Since information diffusion can be viewed as the

nonlinear response of social networks to specific stimuli, ap-

plying the framework of the Kohn-Sham equation to construct

models to predict this behavior is conceivable.

Applying the approach of first-principles calculations

based on the Kohn-Sham equation to simulations for con-

trolling digital information is expected to open new avenues

for deeper understanding of information behavior and de-

vising effective strategies for information management and

control. This approach could lead to the development of

more detailed models of information diffusion mechanisms

and filtering processes, contributing to strategies for prevent-

ing the spread of misinformation and maintaining a healthy

information environment.

First-principles calculations, especially density functional

theory (DFT), are powerful methods for understanding the

electronic properties of materials. The Kohn-Sham equa-

tion, which plays a central role in DFT, simplifies many-body

problems into single-electron problems, making them com-

putationally tractable. The exchange-correlation potential is

a central approximation in this theory and is necessary to

obtain accurate electron densities and energies of materi-

als. Applying this method to two-dimensional materials with

honeycomb lattice structures such as graphene, germanene,

silicene, plumbene, and borophene has the potential to re-

veal a wide range of aspects from fundamental properties to

applications.

0 Exploration of New Materials: Two-dimensional ma-

terials exhibit unique electronic and physical properties,

and first-principles calculations are a powerful means to

discover new potential applications of these materials.

0 Precise Analysis of Electronic Structures: Using

the Kohn-Sham equation and approximations for the

exchange-correlation potential, it is possible to calcu-

late band structures, electron densities, density of states,

etc., with high accuracy for these materials.

0 Understanding of Physical Phenomena: First-

principles calculations play a significant role in under-

standing complex physical phenomena such as nonlinear

optical responses, magnetic properties, and supercon-

ductivity in two-dimensional materials.

0 Application to Device Design: Insights gained from

first-principles calculations can be directly applied to

the design of new devices such as transistors, sensors,

optoelectronic devices, etc.

0 Computational Cost: First-principles calculations, es-

pecially for large-scale systems or complex materials,

come with high computational costs. Efficient algo-

rithms and high-performance computing are required.

0 Approximations for Exchange-Correlation Potential:
The current approximations for exchange-correlation po-

tential are not perfect and have limitations in accuracy

for certain systems. Development of more accurate

exchange-correlation functionals is needed.

0 Strong Correlation Effects: Handling strong correla-

tion electron systems in two-dimensional materials is

challenging within the standard framework of DFT. Ad-

vanced methods are required to properly deal with strong

correlation effects.

0 Comparison with Experimental Data: Predictions

from first-principles calculations need to be validated

against experimental results. Close collaboration with

experimental data is required to bridge the gap between

theory and experiment.

First-principles calculations continue to play an impor-

tant role in understanding and applying two-dimensional ma-

terials, but addressing these challenges will enable broader

applications and deeper understanding.

The influence of twist angles in bilayer structures of

graphene and other two-dimensional materials plays a crucial

role in nonlinear optical responses, especially due to promi-

nent changes in electronic properties at the magic angle. The

changes in electronic properties induced by these twist an-

gles provide a powerful metaphor for enhancing theoretical

understanding of mechanisms for managing, diffusing, and

suppressing information in digital environments.

64.3 Influence of Twist Angles and Nonlinear
Optical Response

In bilayer structures, varying the twist angle causes significant

changes in the material’s band structure, leading to localized

electronic states and variations in band width. At certain

twist angles, a phenomenon known as the magic angle oc-

curs, resulting in strong electronic correlations and observed

states such as Mott insulators or superconductivity. Such

changes in band structure directly influence the nonlinear op-

tical response of materials, leading to significant alterations

in optical properties such as light absorption, emission, and

harmonic generation.

64.4 Application to Adjusting and Controlling
Information Flow

This physical mechanism provides a new approach to adjust-

ing and controlling information flow in digital environments.



Below, we outline theoretical developments:

0 Localization and Diffusion of Information:

- Electronic state localization due to twist angles

corresponds to controlling the localized accumu-

lation and diffusion of information in digital envi-

ronments. This can model phenomena where spe-

cific topics or content concentrate locally within

certain user groups or communities.

0 Information Amplification via Nonlinear Response:

- Changes in nonlinear optical response can be in-

terpreted as a metaphor for amplifying information

or nonlinear diffusion. This includes phenomena

such as viral information diffusion on social me-

dia or amplification of public reactions to specific

topics.

0 Adjustable Filtering:

- The adjustability of twist angles in bilayer struc-

tures can be associated with mechanisms for infor-

mation filtering and censorship. It enables adjust-

ing the selectivity of information visibility and ac-

cessibility, akin to filters where information passes

only at specific angles or conditions.

0 Dynamic Control of Information Flow:

- Changes in electronic properties due to slight ad-

justments in twist angles correspond to strategies

for dynamically controlling information flow. Ad-

justing the diffusion rate and visibility of informa-

tion based on the situation allows for dynamic man-

agement of information in digital environments.

Through this theoretical framework, deep insights into

mechanisms for diffusion, suppression, and management of

information in digital environments can be gained. Metaphors

based on the nonlinear optical response of two-dimensional

materials hold the potential to evolve understanding in in-

formation technology, communication strategies, and social

interactions.

Two-dimensional materials such as graphene, germanene,

silicene, Plumbene, and borophene possess unique honey-

comb lattice structures, and their electronic and optical prop-

erties have been extensively studied. First-principles calcu-

lations are effective tools for understanding the influence of

twist angles in the bilayer structures of these materials on

nonlinear optical responses. Below, we describe the charac-

teristics of each two-dimensional material and the theoretical

aspects of nonlinear optical responses in twisted bilayer struc-

tures.

64.5 Graphene
Structure: Graphene is a two-dimensional material

where a single layer of carbon atoms forms a honeycomb

lattice structure, bonded by sp

2
hybridized orbitals.

Nonlinear Optical Response: The linear and nonlinear

optical properties of graphene arise from its unique elec-

tronic structure. The linear energy dispersion relation

known as the Dirac cone governs the behavior of elec-

trons at low energies, leading to high nonlinear optical

responses.

64.6 Germanene
Structure: Germanene is a two-dimensional material

where a single layer of germanium atoms forms a hon-

eycomb lattice structure.

Nonlinear Optical Response: Germanene exhibits dif-

ferent nonlinear optical properties compared to graphene

due to its larger bandgap. To understand the influence of

twist angles on optical properties, detailed investigations

into the changes in band structures are necessary.

64.7 Silicene
Structure: Silicene is a two-dimensional material

where a single layer of silicon atoms forms a honey-

comb lattice structure.

Nonlinear Optical Response: Similar to germanene,

silicene also possesses a bandgap, resulting in differ-

ent optical properties compared to graphene. Nonlinear

optical responses are closely related to the unique elec-

tronic structure and bandgap of silicene.

64.8 Plumbene
Structure: Plumbene is a two-dimensional material

where a single layer of phosphorus atoms forms a hon-

eycomb lattice structure.

Nonlinear Optical Response: Plumbene has a wider

bandgap compared to other two-dimensional materials,

leading to expected nonlinear optical responses in dif-

ferent wavelength ranges.

64.9 Borophene
Structure: Borophene is a two-dimensional material

where a single layer of boron atoms forms a honeycomb

lattice structure, but unlike graphene, additional boron

atoms exist at the center of each hexagon.

Nonlinear Optical Response: The nonlinear optical

response of borophene is characterized by its unique

band structure and the effect of localized electric fields

due to the central boron atoms.



64.10 Simulation via First-Principles Calcula-
tions

To simulate the nonlinear optical response in twisted bilayer

structures, density functional theory (DFT) within a first-

principles calculation framework is used to compute the elec-

tronic structures of each material. Subsequently, the band

structures, optical absorption spectra, and nonlinear optical

coefficients of the two-dimensional materials are determined

to calculate the nonlinear optical response. These calcula-

tions evaluate the system’s response to variations in external

parameters such as twist angles and electric fields.

64.11 Application to Simulation of Germanene,
Silicene, plumbene, and Borophene

The unique electronic and optical properties of two-

dimensional materials such as graphene provide highly ben-

eficial metaphors for understanding the mechanisms of in-

formation management, diffusion, and suppression in digital

environments. In particular, research on the influence of twist

angles in the bilayer structures of two-dimensional materials

on nonlinear optical responses can open new perspectives on

adjusting and controlling information flow.

These two-dimensional materials are composed of dif-

ferent atoms than graphene, each possessing its own unique

electronic structure and optical properties. By applying these

properties to analogies of information diffusion and suppres-

sion, deep insights into addressing misinformation and en-

hancing information visibility in digital environments can be

gained.

Germanene and Silicene: These materials have

bandgaps, which may relate to selective diffusion of

information and filtering of specific data. Strong ab-

sorption or transparency to certain wavelengths of light

may correspond to how specific topics or contents are

emphasized or suppressed.

plumbene: With a wide bandgap, this material suggests

stricter control of information and scenarios where in-

formation only diffuses under specific conditions. The

optical properties of plumbene may be suitable for mod-

eling how information is selectively shared or diffused

within a community.

Borophene: The properties of borophene due to the

unique arrangement of boron atoms may be interpreted

as analogies to local reinforcement of information and

echo chamber effects within specific groups. The non-

linear optical response of borophene may indicate phe-

nomena where information rapidly diffuses under spe-

cific conditions and has a significant impact.

To conduct specific simulations, the following steps are

necessary:

(1) Calculation of Electronic Structure: Calculate the

electronic structure of each two-dimensional material

using first-principles calculation software (e.g., VASP,

Quantum ESPRESSO). This includes DFT calculations

or GW approximations.

(2) Evaluation of Nonlinear Optical Response: Based on

the calculated electronic structure, evaluate nonlinear

optical processes such as second harmonic generation

(SHG) or third harmonic generation (THG). This corre-

sponds to calculating the nonlinear susceptibility of the

material.

(3) Construction of Information Diffusion Models:
Based on the nonlinear optical response data, build mod-

els of information diffusion and suppression. This sim-

ulates the effects of specific "doping concentrations" or

"twist angles" on information flow.

(4) Analysis of Impact from Parameter Variations: In the

information flow model, analyze how information diffu-

sion trends and suppression effects change by varying

different parameters (doping concentration, twist angle,

etc.).

By analyzing and visualizing these phenomena, insights

into information management and diffusion can be deepened.

It is crucial to capture these physical phenomena as metaphors

and explore their application to information theory.

The influence of twist angles in the bilayer structures of

graphene and other two-dimensional materials plays a sig-

nificant role in nonlinear optical responses, particularly due

to the pronounced changes in electronic properties at the

magic angle. These changes in electronic properties induced

by twist angles provide powerful metaphors for deepening

the theoretical understanding of mechanisms for information

management, diffusion, and suppression in digital environ-

ments.

Focusing on each two-dimensional material, we will ex-

plain in detail their applications to mechanisms for informa-

tion management, diffusion, and suppression in digital envi-

ronments.

64.12 Application to Germanene
Germanene possesses a honeycomb structure similar to

graphene but is composed of germanium atoms instead of

carbon. Its larger bandgap compared to graphene results in

different electronic properties.

The large bandgap of germanene can correspond to fil-

tering and suppression of information. This property can

be viewed as a mechanism for selective content display and

access control on digital platforms, simulating advanced fil-

tering systems where information passes only under specific

conditions.



64.13 Application to Silicene
Silicene is a two-dimensional material composed of silicon

atoms, possessing unique electronic and optical properties.

The bandgap of silicene may be utilized to adjust information

diffusion and visibility. The optical properties of silicene sug-

gest a mechanism for selectively controlling the wavelengths

and intensities of light to facilitate the diffusion of specific

information or messages to specific audiences.

64.14 Application to plumbene
plumbene, composed of phosphorus atoms, has a relatively

wide bandgap.The wide bandgap of plumbene can corre-

spond to information suppression and filtering. Particularly,

plumbene with a wide bandgap may function as a metaphor

for advanced filtering systems used to block inappropriate

content or misinformation in digital environments. Its prop-

erties mimic mechanisms that rigorously manage information

circulation, allowing only information meeting specific crite-

ria to pass.

64.15 Application to Borophene
Borophene, composed of boron atoms with additional boron

atoms arranged at the center of the honeycomb structure. The

unique structure of borophene can correspond to local ac-

cumulation of information and echo chamber effects within

communities. The centrally positioned boron atoms may

symbolize processes where specific topics or ideas are rein-

forced and amplified within specific groups. This mechanism

can simulate phenomena on social media where the same

opinions or viewpoints are repeatedly shared and reinforced.

Through these two-dimensional materials, new perspec-

tives on understanding and modeling mechanisms for infor-

mation diffusion, management, and suppression in digital

environments are provided. By applying the electronic and

optical properties of each material to information theory, new

insights into the dynamics of digital society can be obtained.

Introduction of Agent-Based Modeling (ABM) as a

Method to Supplement the Limitations of Analogies and Lack

of Elements from Social Sciences:

Incorporating social science elements into physical models

can be effectively achieved through Agent-Based Modeling

(ABM). ABM defines the behavior rules and interactions

of individual agents (individuals or groups) and simulates

how collective behavior at the macro level emerges. This

approach helps understand how information diffusion and

suppression are influenced by individual decision-making and

social interactions.

Combination of Computer Simulation and Experimenta-

tion:

Combining computer simulation based on physical models

with experimental approaches (e.g., experiments in behav-

ioral economics) can bridge the gap between theoretical pre-

dictions and actual behavior. This approach enhances the

social practicality of theoretical models.

Through these ideas, a more comprehensive and practi-

cal understanding of information diffusion, management, and

suppression in digital environments can be achieved by in-

tegrating physical theoretical models with social scientific

insights.

Using Agent-Based Modeling (ABM) to Apply the Re-

sults of First-Principles Calculations of Two-Dimensional

Materials to the Mechanisms of Information Diffusion, Man-

agement, and Suppression in Digital Environments:

65. Design of Agent-Based Model
0 Definition of Agents:

– Agents represent individual users or sources of informa-

tion, with attributes such as reliability, influence, and

activity.

0 Definition of Environment:

– Define the digital environment where agents interact

(e.g., social media platforms), including network topol-

ogy and rules of information diffusion.

0 Agent Behavior Rules:

– Set rules for agent behavior upon receiving information

(e.g., sharing, ignoring, rebutting).

0 Properties of Information:

– Define properties of information based on the nonlin-

ear optical response of two-dimensional materials (e.g.,

diffusion rate, influence range, ease of suppression).

In agent-based modeling, algorithms and simulation rules

are typically more central than equations. However, the fol-

lowing computational processes can be considered to quanti-

tatively represent the diffusion model:

0 Probability Model of Information Propagation:

%
spread

= 5 (Influence,Connectivity, Information Quality)

Here, %
spread

is the probability of information spread-

ing, Influence represents agent influence, Connectivity

denotes the number of connections an agent has with

others in the network, and Information Quality refers to

the quality and reliability of information.



0 Effectiveness Model of Information Suppression:

%
suppression

= 6(Regulation Strength, Information Sensitivity)

Here, %
suppression

is the probability of information sup-

pression, Regulation Strength represents the strength of

regulation or filtering, and Information Sensitivity indi-

cates sensitivity to information suppression (e.g., misin-

formation or sensitive content).

– Using simulation environments such as NetLogo or Mesa, ex-

ecute simulations based on the models described above. The

simulation tracks interactions between agents and patterns of

information diffusion over time.

– Analyze simulation results, evaluating parameters such as dif-

fusion rate, diffusion range, and the influence of information

on specific agents or groups. Additionally, analyze the impact

of different regulatory strengths and information properties

on overall information flow.

Through agent-based modeling, it becomes possible to

model the mechanisms of information diffusion and man-

agement based on the electronic and optical properties of

two-dimensional materials and understand the dynamics of

information flow in digital environments.

65.1 Impact of Twist Angles and Nonlinear Op-
tical Response

In bilayer structures, changing the twist angle significantly al-

ters the band structure of the material, leading to localization

of electronic states and changes in band widths. At specific

twist angles, a phenomenon known as the magic angle occurs,

resulting in strong electron correlation and the observation of

Mott insulator or superconducting states. Such changes in

band structure directly affect the nonlinear optical response

of the material, resulting in significant variations in optical

properties such as absorption, emission, and harmonic gen-

eration.

65.2 Application to Adjusting and Controlling
Information Flow

This physical mechanism provides a new approach to adjust-

ing and controlling information flow in digital environments.

Theoretical developments are outlined as follows.

1. Localization and Diffusion of Information: Localiza-

tion of electronic states due to twist angles corresponds to

controlling the localized accumulation and diffusion of in-

formation in digital environments. It can model phenomena

where specific topics or contents concentrate locally within

user groups or communities.

2. Amplification of Information through Nonlinear Re-

sponse: Changes in nonlinear optical response can be inter-

preted as metaphors for amplifying information and nonlinear

diffusion. This includes phenomena such as the viral diffu-

sion of information on social media or the amplification of

public reactions to specific topics.

3. Adjustable Filtering: The adjustability of twist an-

gles in bilayer structures can be associated with mechanisms

for information filtering and censorship. Like filters where

information passes only at specific angles or under specific

conditions, it allows for selectively adjusting the visibility and

accessibility of information.

4. Dynamic Control of Information Flow: Changes in

electronic properties due to slight adjustments in twist an-

gles correspond to dynamically controlling information flow

strategies. It enables adjusting the speed of information diffu-

sion and visibility based on the situation, achieving dynamic

management of information in digital environments.

Through this theoretical framework, deep insights into

mechanisms for information diffusion, suppression, and man-

agement in digital environments can be obtained. Metaphors

based on the nonlinear optical response of two-dimensional

materials have the potential to evolve understanding in in-

formation technology, communication strategies, and social

interactions.

When applying agent-based modeling (ABM) to the

mechanisms of information diffusion, management, and sup-

pression in digital environments using the results of first-

principles calculations of two-dimensional materials, a spe-

cific introduction method begins with applying the character-

istics of each material as an analogy to different mechanisms

of information flow. Below are proposed scenarios for each

two-dimensional material and their corresponding ABM de-

signs:

66. Germanene
– Scenario: The large band gap of germanene indicates that

specific information is only diffused when it possesses a cer-

tain level of reliability or importance.

– ABM Design:

– Agent attributes: Reliability, importance of information.

– Behavioral rules: Agents share information only if it exceeds

specific thresholds of reliability or importance.

– Computational process: Each agent evaluates received infor-

mation and decides whether to share it based on whether it

exceeds the thresholds.

67. Silicene
– Scenario: The band gap of silicene corresponds to a mecha-

nism where information is only diffused under specific con-

ditions (e.g., related to specific topics or keywords).

– ABM Design:



– Agent attributes: Interested topics or keywords.

– Behavioral rules: Agents only share information that matches

their interests.

– Computational process: Agents evaluate whether information

contains topics or keywords of interest, sharing it only if it

does.

68. plumbene
– Scenario: The wide band gap of plumbene indicates a mech-

anism where information is rigorously filtered, blocking mis-

information or inappropriate content.

– ABM Design:

– Agent attributes: Truthfulness, appropriateness of informa-

tion.

– Behavioral rules: Agents share only truthful and appropriate

information.

– Computational process: Agents evaluate whether information

is false or contains inappropriate content, sharing it only if it

does not meet these criteria.

69. Borophene
– Scenario: The unique structure of borophene corresponds

to an echo chamber effect where information is reinforced

within specific groups.

– ABM Design:

– Agent attributes: Group membership, opinions.

– Behavioral rules: Agents prioritize sharing information re-

ceived from other agents within their own group.

– Computational process: Agents evaluate whether the source

of received information belongs to their group, actively shar-

ing it if it does.

These scenarios and ABM designs provide examples of

how to apply the characteristics of two-dimensional materials

as analogies to mechanisms of information flow in digital

environments.

70. Germanene: Filtering of
Information

When applying the characteristics of two-dimensional ma-

terials to agent-based modeling (ABM), specific equations

and computational processes involve translating metaphors

derived from physical models into a social scientific context.

Here are examples of equations applicable to the information

flow mechanisms corresponding to each two-dimensional ma-

terial:

Applying the strictness of information filtering as an anal-

ogy to the large band gap of germanene.

– Equation:

%(8 ! 9) = exp
✓
� (&8 � \)2

2f2

◆

where %(8 ! 9) is the probability of information transmis-

sion from agent 8 to agent 9 , &8 is the quality (reliability or

importance) of information 8, \ is the threshold quality for

sharing information, and f represents the spread of transmis-

sion probability around the threshold.

– Computational Process: Whenever information reaches

each agent, the probability of its transmission to the next

agent is calculated using the above equation. The closer the

quality of information is to the threshold \, the more widely

it is transmitted.

71. Silicene: Selective Diffusion of
Information

Applying the metaphor of selective diffusion of information

to the band gap of silicene, which corresponds to specific

topics or keywords.

– Equation:

%
spread

=
1

1 + exp(�V( �  0))

where %
spread

is the probability of information diffusion,  
is the relevance of keywords in the information,  0 is the

threshold relevance of keywords required for diffusion, and

V represents the strength of the relevance’s influence on the

diffusion probability.

– Computational Process: When information reaches an

agent, the relevance of keywords in that information is eval-

uated, and the probability of information diffusion is deter-

mined based on the above equation.

72. plumbene: Stringent Filtering of
Information

Applying the stringent filtering of information to the wide

band gap of plumbene.

– Equation:

�8 =

(
1 if &8 > \

0 otherwise

where �8 indicates whether information 8 passes through fil-

tering,&8 is the quality of information 8, and \ is the threshold

representing the stringency of filtering.

– Computational Process: For each information, its quality

is evaluated against a set threshold, and if it exceeds the

threshold, the information passes through filtering; otherwise,

it is blocked.



73. Borophene: Echo Chamber Effect
Applying the unique structure of borophene to the metaphor

of the echo chamber effect, where information is reinforced

within specific groups.

– Equation:

%
echo

(8,⌧) = U · #
in

#
total

where %
echo

(8,⌧) is the probability of information 8 being

reinforced within group ⌧, #
in

is the number of agents in

group ⌧ supporting information 8, #
total

is the total number

of agents in the group, and U represents the pressure for

consensus within the group.

– Computational Process: Whenever information is shared

among agents within a group, the probability of its reinforce-

ment within the group is calculated based on the proportion

of agents supporting the information.

These equations and computational processes serve as

starting points for constructing information flow models in-

spired by the physical properties of two-dimensional materi-

als. By simulating these models using agent-based modeling,

one can observe the dynamics of different information flows.

article amsmath enumitem

When applying the characteristics of two-dimensional

materials to agent-based modeling (ABM), specific equations

and computational processes involve translating metaphors

derived from physical models into a social scientific context.

Here are examples of equations applicable to the information

flow mechanisms corresponding to each two-dimensional ma-

terial:

74. Germanene: Filtering of
Information

Applying the strictness of information filtering as an analogy

to the large band gap of germanene.

– Equation:

%(8 ! 9) = exp
✓
� (&8 � \)2

2f2

◆

where %(8 ! 9) represents the probability of information

transmission from agent 8 to agent 9 , &8 denotes the quality

(reliability or importance) of information 8, \ is the threshold

quality for sharing information, and f indicates the spread of

transmission probability around the threshold.

– Computational Process: Whenever information reaches

each agent, the probability of its transmission to the next

agent is calculated using the provided equation. The closer

the quality of information is to the threshold \, the more

widely it is transmitted.

75. Silicene: Selective Diffusion of
Information

Applying the metaphor of selective diffusion of information

to the band gap of silicene, which corresponds to specific

topics or keywords.

– Equation:

%
spread

=
1

1 + exp(�V( �  0))

where %
spread

denotes the probability of information diffusion,

 represents the relevance of keywords in the information,  0
is the threshold relevance of keywords required for diffusion,

and V indicates the strength of relevance’s influence on the

diffusion probability.

– Computational Process: When information reaches an

agent, the relevance of keywords in that information is eval-

uated, and the probability of information diffusion is deter-

mined based on the provided equation.

76. plumbene: Stringent Filtering of
Information

Applying the stringent filtering of information to the wide

band gap of plumbene.

– Equation:

�8 =

(
1 if &8 > \

0 otherwise

where�8 indicates whether information 8 passes through filter-

ing, &8 represents the quality of information 8, and \ denotes

the threshold representing the stringency of filtering.

– Computational Process: For each information, its quality

is evaluated against a set threshold, and if it exceeds the

threshold, the information passes through filtering; otherwise,

it is blocked.

77. Borophene: Echo Chamber Effect
Applying the unique structure of borophene to the metaphor

of the echo chamber effect, where information is reinforced

within specific groups.

– Equation:

%
echo

(8,⌧) = U · #
in

#
total

where %
echo

(8,⌧) represents the probability of information

8 being reinforced within group ⌧, #
in

is the number of

agents in group ⌧ supporting information 8, #
total

is the total

number of agents in the group, and U indicates the pressure

for consensus within the group.



– Computational Process: Whenever information is shared

among agents within a group, the probability of its reinforce-

ment within the group is calculated based on the proportion

of agents supporting the information.

These equations and computational processes serve as

starting points for constructing information flow models in-

spired by the physical properties of two-dimensional materi-

als. By simulating these models using agent-based modeling,

one can observe the dynamics of different information flows.

When applying the analogy of plumbene’s band gap to

stringent filtering of information, specific equations and com-

putational processes can be outlined as follows. In this anal-

ogy, the "energy" of information needs to exceed the filtering

threshold. Here, "energy" is interpreted as a metric repre-

senting the reliability and importance of information.

78. Specific Equations
1. Evaluation of Information "Energy":

– Consider a formula to quantify the "energy" ⇢8 of informa-

tion 8 based on its reliability and importance. For instance,

using the reliability '8 and importance �8 of information, the

"energy" of information can be calculated as:

⇢8 = U'8 + V�8

Here, U and V represent the weights of reliability and impor-

tance, respectively, and '8 and �8 are the scores of reliability

and importance of the information.

2. Setting Filtering Threshold:

– Set a threshold ⇥ for information filtering, corresponding to

plumbene’s band gap. This threshold reflects the minimum

quality level of information tolerated by the platform or com-

munity.

1. Evaluation of Information Scores:

– For each information 8, evaluate the reliability '8 and im-

portance �8 , and calculate the "energy" ⇢8 of the information

using these scores. Reliability may be assessed based on the

authority of the source or the history of previous accuracy,

while importance may be assessed based on urgency or social

impact of the information.

2. Decision on Filtering of Information:

– Determine whether the calculated "energy" ⇢8 of each infor-

mation 8 exceeds the threshold ⇥. The equation is as follows:

�8 =

(
1 if ⇢8 > ⇥

0 otherwise

Here, �8 indicates whether information 8 passes through fil-

tering (1) or is blocked (0).

3. Processing of Information Based on Filtering Re-
sult:

– If �8 = 1, the information 8 passes through filtering and is

disseminated to other agents. If �8 = 0, the information 8 is

blocked and not disseminated.

This computational process allows for mimicking strin-

gent filtering mechanisms corresponding to the wide band gap

of plumbene, where information is not disseminated unless it

meets specific criteria. This approach provides valuable in-

sights for designing filtering strategies to maintain the quality

of information in digital environments.

When applying stringent filtering of information analo-

gized to plumbene’s wide band gap, the specific computa-

tional process and equations can be detailed as follows. In

this approach, a model is considered where information is

only disseminated if it meets specific high criteria.

79. Filtering Decision Equation
The equation for determining whether information is dissem-

inated based on whether the "energy" of information exceeds

the filtering threshold is provided below.

– Filtering Decision Equation:

�8 =

(
1 if ⇢8 > ⇥

0 otherwise

Here, �8 indicates whether information 8 passes through fil-

tering (1) or is blocked (0), ⇢8 represents the "energy" (scores

of reliability and importance) of information 8, and ⇥ is the

filtering threshold.

80. Processing of Information Based on
Filtering Result

If information passes through filtering, i.e., �8 = 1, the infor-

mation is disseminated. Otherwise, it is not disseminated.

0 Calculation of Information "Energy":

– Calculate the "energy" ⇢8 of information 8 based on

its reliability, accuracy, and importance. This may be

evaluated based on the source of information, verified

facts, urgency, social impact, etc.

0 Setting Filtering Threshold:

– Set the threshold ⇥ for the "energy" required for infor-

mation to pass, corresponding to plumbene’s wide band

gap. This threshold is determined by policies of organi-

zations or communities governing information flow.

0 Filtering Decision:



– Determine whether the calculated "energy" ⇢8 exceeds

the threshold ⇥ and decide the value of �8 .

0 Processing of Information:

– If �8 = 1, the information passes through filtering and

is shared within the community or further actions are

taken.

– If �8 = 0, the information is not disseminated and may

be blocked or excluded.

This computational process allows for modeling stringent

filtering mechanisms of information flow, mirroring the char-

acteristics of plumbene’s wide band gap. A model where

information is disseminated only if it meets high criteria may

be particularly useful for designing filtering strategies to pre-

vent the spread of false or inaccurate information.

We will elaborate on the computational process of the

echo chamber effect in borophene. This model quantifies how

specific information is shared and reinforced within commu-

nities or groups.

81. Definition of Equations
The equation for calculating the diffusion probability of in-

formation due to the echo chamber effect is as follows:

%
echo

(8,⌧) = =
shared,8,⌧

#⌧
⇥ ^

Here,

– %
echo

(8,⌧) is the probability of information 8 being diffused

within group ⌧ due to the echo chamber effect.

– =
shared,8,⌧ is the number of members in group ⌧ who shared

information 8.

– #⌧ is the total number of members in group ⌧.

– ^ is a coefficient that amplifies the resonance effect within

the group, representing the group’s cohesion or sensitivity to

information resonance.

0 Calculation of Information Sharing within the
Group:

– Calculate the number =
shared,8,⌧ of members who shared

information 8within group⌧. This indicates how widely

the information is shared within the group.

0 Calculation of Echo Chamber Effect Probability:

– Use the above equation to compute the probability

%
echo

(8,⌧) of information 8 being diffused within group

⌧ due to the echo chamber effect. This calculation con-

siders both the proportion of members who have already

shared the information and the strength of resonance

within the group.

0 Decision on Information Diffusion:

– Use a random number generator to generate a random

value between 0 and 1, and determine whether this value

is less than or equal to the computed diffusion probability

%
echo

(8,⌧). If the random value is less than or equal to

the diffusion probability, consider the information to be

further diffused within the group. Otherwise, terminate

the sharing of information at that point.

This computational process allows for the quantitative

evaluation of how information resonates and is reinforced

within specific groups. Modeling the echo chamber effect

serves as a useful tool for understanding the dynamics of

information within social media platforms or online commu-

nities.

82. Perspect
The Kohn-Sham equation based on density functional theory

(DFT), particularly in first-principles calculations, is widely

utilized in the field of materials science. Applying this

method to simulations of digital information control holds

the potential to provide new insights into information tech-

nology and communication theory, although it comes with

several challenges.

0 Understanding the Physical Basis of Information
Transmission:

- Through first-principles calculations, a deeper un-

derstanding of the physical basis of informa-

tion transmission within digital devices can be

achieved. Particularly, elucidating the electronic

properties of fine components such as transistors

and memories may lead to improved efficiency in

information processing and energy consumption

reduction.

0 Discovery of New Materials:

- First-principles calculations based on the Kohn-

Sham equation can contribute to the discovery of

new semiconductor and insulator materials. These

materials are essential for next-generation informa-

tion processing devices and communication tech-

nologies.

0 Enhancement of Information Security:

- Studying the electronic properties of materials

used in encryption technology and security sys-

tems through first-principles calculations may lead

to achieving higher levels of security.

0 Dealing with Complexity:



- Information control systems are complex and of-

ten involve numerous elements and interactions.

First-principles calculations generally focus on in-

teractions at the atomic or molecular level, and

extending this to larger-scale systems has its limi-

tations.

0 Computational Costs:

- First-principles calculations are computationally

expensive, especially when dealing with large-

scale systems or complex interactions, requiring

significant computational resources.

0 Applicability of Analogies:

- Constructing appropriate analogies to apply the

electronic properties of materials to the context

of digital information control is necessary. When

there is no direct correspondence between physi-

cal phenomena and information control systems,

the validity of these analogies needs careful con-

sideration.

- Advancement of Multiscale Modeling: The develop-

ment of multiscale modeling, predicting macro-scale

system behaviors from atomic-level information, is key

to expanding the application scope of first-principles

calculations.

- Evolution of Computational Methods: Improvements

in algorithms and the development of new computa-

tional methods are expected to enhance the efficiency

and accuracy of first-principles calculations. In particu-

lar, the advancement of quantum computing holds great

potential.

- Promotion of Interdisciplinary Research: Integrating

expertise from different fields such as physics, materi-

als science, information science, and cryptography will

advance the development of new information control

technologies based on first-principles calculations.

The application of the Kohn-Sham equation in first-

principles calculations holds the potential to open up new

horizons in simulations of digital information control, but

overcoming theoretical challenges and advancements in com-

putational techniques are necessary for its realization.

82.1 Potential Applications in Digital Health
First-principles calculations, particularly based on density

functional theory (DFT), provide a powerful tool to elucidate

the physical properties of two-dimensional materials with

honeycomb lattice structures such as graphene, germanene,

silicene, Plumbene, and borophene. The van der Waals forces

between these two-dimensional materials (weak but signifi-

cant interaction forces) have a significant impact on material

self-organization, interlayer interactions, and device perfor-

mance. Applying this knowledge to digital health technology

opens up new interdisciplinary research possibilities.

0 Wearable Sensors:

- Two-dimensional materials are ideal for wearable

health monitoring devices due to their flexibil-

ity and high electronic responsiveness. Self-

organized two-dimensional materials based on van

der Waals forces can be used for non-invasive de-

tection of biological signals and the development

of flexible sensors conforming to the skin.

0 Bio-interfaces:

- Surface properties of two-dimensional mate-

rials can enhance their functionality as bio-

interfaces. For example, controlling interactions

with biomolecules can lead to the development of

highly sensitive biosensors and target-specific drug

delivery systems.

0 Medical Imaging:

- The unique optical properties of two-dimensional

materials can contribute to advancements in med-

ical imaging technology. Functionally modified

two-dimensional materials utilizing van der Waals

forces may be used for high-resolution bioimaging

and detecting specific biological targets.

0 Accurate Modeling of Interactions:

- Modeling van der Waals forces accurately in DFT

calculations can be challenging, and advanced

computational methods or correction terms may

be necessary, especially when considering long-

range interactions.

0 Understanding Interactions with Biosystems:

- Understanding interactions between two-

dimensional materials and biomolecules or

cells is still in its early stages. Detailed elucida-

tion of the mechanisms of these interactions in

biological environments is needed.

0 Safety and Biocompatibility:

- Evaluating the safety and biocompatibility of two-

dimensional materials for biomedical applications

is essential. Understanding their behavior in long-

term biological environments and potential toxico-

logical effects is crucial.



Advancements in understanding van der Waals forces

through first-principles calculations hold the potential to con-

tribute to the design and optimization of digital health tech-

nologies using two-dimensional materials. Collaboration

among experts in physics, chemistry, biology, medicine, and

other fields to explore the health applications of these new

materials is expected to drive innovation in future medical

technologies.

82.2 Interdisciplinary Possibilities
First-principles calculations, particularly the Kohn-Sham

equation based on density functional theory (DFT), are widely

applied across the boundaries of physics and materials sci-

ence. Calculations based on approximations of the exchange-

correlation potential for two-dimensional materials with hon-

eycomb lattice structures such as graphene, germanene, sil-

icene, plumbene, and borophene contribute to the exploration

of new materials and a deeper understanding of existing ones.

By applying this approach to the field of digital health, in-

terdisciplinary possibilities can be opened up in materials

science research related to medical technology and health-

care.

- Health Information Technology:

– High-performance computing devices utilizing

two-dimensional materials may contribute to the

processing of large amounts of medical data and

accelerate diagnosis support systems with AI. Un-

derstanding the electronic properties of these mate-

rials through first-principles calculations will un-

derpin the next generation of health information

technology.

- Integration with Experimental Data: Combining re-

sults from first-principles calculations with experimental

data can lead to more accurate models and enhance the

reliability of predictions.

- Multiscale Modeling: Integrating results from

molecular-level calculations into models of tissues or

entire biological systems enables more accurate predic-

tion of the behavior of devices and systems within living

organisms.

- Ethical and Social Considerations: The development

of new medical technologies requires ethical consider-

ations and ensuring social acceptance. Alongside tech-

nological development, deliberations on these aspects

need to proceed.

Research on two-dimensional materials based on first-

principles calculations serves as a bridge between medical

science and materials science, holding the potential to foster

new innovations in the field of digital health.

82.3 Understanding van der Waals forces
and van der Waals bonding in honey-
comb structured materials through first-
principles

Understanding van der Waals forces and van der Waals

bonding in honeycomb structured materials through first-

principles calculations plays a significant role in physics and

materials science. Applying these concepts to simulations

of digital information control may offer a new approach to

modeling the diffusion, management, and suppression mech-

anisms of information. Below, we discuss the potential and

challenges of such research methodologies.

0 Information Binding and Network Formation:

- Weak interactions like van der Waals bonding may

serve as a metaphor for forming connections be-

tween different sources or pieces of information.

This could help in constructing models to under-

stand how information binds and diffuses within

social networks and digital communities.

0 Selective Information Diffusion:

- Van der Waals forces, acting under specific con-

ditions, can be used to model mechanisms where

information only diffuses within specific contexts

or user groups. This can be useful in designing

strategies for selective visibility and access control

of information.

0 Modeling Dynamic Information Structures:

- Utilizing the dynamic properties of van der Waals

forces in two-dimensional honeycomb structured

materials, one can simulate how information struc-

tures change over time. This would be useful in

investigating fluctuations in trends, rapid diffusion

of information, and subsequent decay.

0 Accuracy of Analogies:

- One of the biggest challenges in applying physical

concepts to information science is the accuracy and

effectiveness of analogies. There are fundamental

differences between van der Waals forces and the

behavior of information, and forcing this analogy

may lead to misunderstandings.

0 Modeling Complexity:

- Van der Waals forces alone may be insufficient to

fully capture the complexity of information sys-

tems. Since information diffusion is heavily influ-

enced by social, cultural, and psychological fac-

tors, these elements need to be incorporated into

the models.



0 Feasibility of Computations:

- First-principles calculations can consume sig-

nificant computational resources, and simulat-

ing large-scale information systems may pose

challenges in terms of computational feasibility.

Proper approximations and selection of simulation

methods are crucial.

The application of first-principles calculations to sim-

ulations of digital information control holds the potential to

bring about new insights and understanding, but this approach

needs to be carefully considered and rigorously validated.

Such explorations at the intersection of information science

and physics would require significant interdisciplinary col-

laboration.
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