Abstract

We have proposed tensor decomposition (TD) based

unsupervised feature extraction (FE) six years ago

and applied it to wide range of bioinformatics prob-

lem. Although TD based unsupervised FE was gen-
erally applied to bioinformatics, it can have capabil-
ity to select features under the situation of large
p small n problem. In spite of successtul applica-
tions, 1D based unsupervised FE cannot be popu-
lar in the field of bioinfotmatics. In order to let the
reserachers who are not familiar with TD to per-
form TD based unsupervised FE, we developed R
packages, TDbasedUFE and TDbasedUFEadv and
submit it to Bioconductor, which is a
ning R package repository for bioinformatics.
this poster, we introduce mathematical back-
ground behind TD based unsupervised FE.
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Introduction

In bioinformatics, large p small n problem is very
usual, since the number of genes (features) is as many
as 10* whereas the number of subjects (conditions) is
as small as 10 to 10°. Thus, it is required to have
some method to deal with large p small n prob-
lem effectively. We have proposed a method, T'D based

unsupervised FE six years ago and applied it to vari-
ous problems in bioinformatics. In spite of successtul
applications to various problems, its popularity is not
enough. Then we have released two bioconductor pack-
ages by which one can make use of TD based unsuper-

vised FE.

Feature selection procedure

- Feature selection .
® Suppose that we have a tensor x;;, € RNVXMXK

that represents the amount ot the value of the 7th
feature of the jth and kth conditions (although we
assume here three mode tensor, extension to
tensors with higher modes is straightforward).

® Apply higher order singular value decomposition

(HOSVD) to x;; and get Tucker decomposition as
N M K
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where G({1£y03) € RV*M*K g 4 core tensor that

represents the weight of product, wg,ue,jue, to

NxN MxM KxK
Tiik, ey € R , Up,j € R Uk € R are
singular value matrices and orthogonal matrices.

® Identify singular value vectors of interest, uy,; and
ug.,, among those attributed to conditions, 7 and k
(e.g., distinction between class labels, etc).

oSelect a uy,; associated with the largest absolute
value of G({145¢3) with fixed £y and /3 selected in
the previous step among those attributed to
features.

©® Optimize the standard deviation, oy, (see below)
of the Gaussian distribution that the selected wy,; is
supposed to obey (the null hypothesis).

o Attribute P-values to ith_ feature as

P = PX2 > (ugli)
i Ot )

where P2[> z] is the cumulative x* distribution

(2)

where the argument is larger than x.

@ P;s are corrected by Benjamini-Hochberg (BH)
criterion (multiple comparison correction) and s
associated with the threshold value (typically, 0.01
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Optimization of standard deviation

The standard deviation is overestimated if we include
outliers that are supposed to be deviated from the null
distribution. To exclude outliers from the estimation
of the standard deviation, we perform as follows.

~ Optimization of SD N
o Set threshold adjusted P-value, Fj, and the initial

value of standard deviation, oy,.

o Compute P, and correct P, with BH criterion.

o bixclude s with adjusted P-values less than P as
outliers.

o Compute histogram, h,,, of P, (with arbitrary bins).

o Compute the standard deviation, oy, , of h,,.
® Update oy, such that o, decreases (with arbitrary
minimization algorithm).

@ Go back to the step 2 and repeat until we can find

or 0.05) are selected.

N J

oy, that enables o7, to have mimnimum values.

NS J

The purpose of the above procedure is to find a set ot
1s whose associated FPjs filly obey Gaussian, since h,,
should be constant, i.e., o5, = 0, if a set of s is that
associated Pjs fully obey Gaussian.

Integration of multiple profiles

Shared conditions
suppose that we have K multiple profiles z; i €
RVEXMXE that represents the amount of value of i;th
feature of 7th condition of kth profile. We compute ma-
trices as & = ZfZ’;l Ti ikTipi'k € RMXMXK +4 which
HOSVD is applied and we get
M M K
vigk = > > 2. GUhlls)ug jup ey (3)
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After identifying wg,; of interest, wuy,;, is recovered as

Up,i, = 2%1 T; ikU¢, ;. 1he remaining procedure till fea-
ture selection is similar to the above.

Shared features

suppose that we have K multiple profiles z;;, €
RNV*MixK that represents the amount of value of ith

feature of 7ith condition of kth profile. We compute
matrices as T — Zé\fil TiikTitik € RNXNXE ¢4
which HOSVD is applied and we get

N N K
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Missing singular value vectors attributed to conditions,
U, can be recovered as up;, = EfL Tij kUei- Lhe
remaining procedure till feature selection is similar to

the above.

Integration of two profiles

Shared conditions

Suppose that we have two profiles z;; € RVN*M and
T € RAEXM that represents the values of ith and kth
feature of 7th condition, respectively. Generate tensor
Tijk c RN X M x K

selection procedure as described above. Only modifi-

as Tk = T;jTr; and apply the feature

cation is that we need to identify only one signgular
value vector, uy,;, of interest whereas we need to iden-
tify two singular value vectors, wuy,; and wuy, that have
the largest absolute value of G(#14503) with fixed /5.
Since N X M x K can be very large, we often ought
to reduce the size of matrices. For this we take partial
summation of ;. as Ty = Zé\il ;i and singular value
decomposition (SVD) was applyed to x;; € RY*H as

5 5

Tik = D AeUgigp,
(=1
and missing singular value vectors attributed to condi-
tions, js, can be recovered as w,; = 31 @i, Uy =

K
271 LUk

After identitying the singular value vector, u%) or u%),

of interest, the corresponding wuy; or uy is used to at-
tribute P-values to ith or kth feature with eq. (2)
(For k, ¢ must be replaced with k). Features is and
ks with adjusted P-values less than threshold value are
selected.

Shared features

Suppose that we have two profiles z;; € RVN*M and
z;r € RY*H that represents the values of ith feature of
9th and kth conditions, respectively. Generate tensor
Tiik € RNXMXE 4q T;ik = Ti;Ti, and apply the feature
selection procedure as described above. Since
N x M x K can be very large, we often ought to
reduce the size of matrices. For this we take partial
summation of T as T i = Zf\il ;i and singular value

decomposition (SVD) was applied to z; € RMXE ag
L
Tk = D AglgjUgk (6)
(=1

and missing singular value vectors attributed to fea-
tures, s, can be recovered as ué? = Zjﬂil LUy, ugf) =
Zé(:l xiruer. Atter identifying the singular value vector,
) f interest, th ding uf or ) |
¢j Or Uy, of interest, the corresponding w;;” or uy;” 1s
used to attribute P-values to ith feature with eq. (2).
Features s with adjusted P-values less than threshold
value are selected, although there are two distinct sets
of 1s selected dependent upon whether ;7 or £ is consid-

ered.

Integration of multiple profiles 11

Shared conditions

suppose that we have K multiple profiles z; i €
RVEXMXE that represents the amount of value of i;the
feature of 9th condition of kth profile. We applied SVD
to them as x; i = Zﬁzl At Ugi. HOSVD was ap-
plied to wei € RIXMXE g

L M K

ek = Y. > > G01lals)up etig, U, (7)
(=1 i=1 fi=1

Missing singular value vectors attributed to features
can be recovered as g, = ij\il T; kU, alter identi-
fying the wuy,; of interest. The remaining procedure till

feature selection is similar to the above.

Shared features

suppose that we have K multiple profiles z;;, €
RNV*MixE that represents the amount of value of ithe
feature of j.th condition of kth profile. We applied
SVD to them as z;;; = ZeL:1 Akt HOSVD was

applied to up, € RY*XEXK a9
L N K
weire = Y Y > G0a03)up gty ity (8)
(=1i=1 k=1

Missing singular value vectors attributed to conditions
can be recovered as g, = Zf\il TijkUey then wg,; of
interest is selected. The remaining procedure till fea-
ture selection is similar to the above.

TDbasedUFE and TDbasedUFEadv

We released two bioconductor pack-

TDbasedUFE ages to perform the above analyses
@@ casily
TDbasedUFE  implemented 2.
Famired®d Feature selection procedure” and
BlESERS oy Integration of multiple pro-
TDbasedUFEadvfiles” whereas TDbasedUFEadyv
implemented “5. Integration of two

Ol R H0

i profiles” and “6. Integration of
@ multiple profiles 11”7, respectively.
- Both implemented “3. Optimiza-

tion of standard deviation” as well.

TDbasedUFE and T DbasedUFEadv
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Figure 1:5chematic diagram that explains T'D-based unsupervised
FE. Left: DEG identification, (1) wuy,; associated with the distinc-
tion between patients and healthy controls is selected. (2) gy
associated with tissue specificity is selected. (3) G(£1€503) is inves-
tigated with fixed ¢ and £3. (4) ug,; with G of the largest absolute
value is selected. (5) is (indicated in red) whose absolute values are
significantly larger than expected are selected. Right: Multiomics
analysis, (1) uy,; associated with the distinction between patients
and healthy controls is selected. (2) uy,; is computed from wuy,;. (3)
is (indicated in red) whose absolute values are significantly larger

than expected are selected.

Here, we present a few examples to demonstrate the
usefulness ot TDbasedUFE based on the ACC.rnaseq
data from RTCGA.rneseq package in Bioconductor.
The labels used to select singular value vectors at-
tributed to samples and coincident with labels were pa-
tient.stage event.pathologic stage composed of four
classes (“stage i” to “stage iv”).
RNV*9%4 represents the expression of ith gene of jth
replicates of kth stage. HOSVD was applied to
and we obtained TD as in eq. (1).

A tensor xr €

oince ug,; 1S at-
tributed to replicates, uy,; 1s expected to have constant
value regardless of how 7 and £ = 1 turned out to
satisty this requirement. On the other hand, wug, is
expected to have monotonic dependence on k; and we
found that /3 = 3 was most coincident with monotonic
dependence on k. Once ¢» and /3 are selected by the
user with the interactive interface, TDbasedUFE au-

tomatically selects ug,; with which s are selected. As
a result, 1,692 genes were selected with the threshold
adjusted P-value of 0.01.

To demonstrate the capabilities of TDbasedUFE on a
multiomics dataset, we used the curatedTCGA pack-
age to retrieve profiles other than the gene expression ot
the ACC dataset in TCGA. We have collected miRNA
(z;,; € RYOXD) oene expression (x;,; € R
and methylation data(x;,; € R* ™)
edTCGA, and applied TDbasedUFE

After applying HOSVD to the generated tensor ;1 €
R79><79><3

)

from curat-
on these data.

, we found that wur; Is associated with the dis-
tinction between four stages and uy;, is constant regard-
;. 1is attributed to 7 by eq. (2)
using ur;, generated from wy;. After correcting P, , we
found that 23 out of 1,046 miRNAs, 1,016 out of 20,501
mRNAs, and 7,295 out of 485,577 methylation probes
are associated with adjusted P;, less than 0.01 (these
features are expected to be distinct between the four

stages as well).

less of k (i.e., omics).
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