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Abstract
Purpose We provide details of the dual-focal 3D tracking and pixel intensity calibration (DuFT) system used to record gene 
expression in targeted areas on the skin of freely moving mice.
Methods The accuracy of the 3D position calculation was determined by placing a scintillator on the calibration disk at 
various known locations within the recording cage. The height of the disk was varied from the bottom (Z = 0 cm) to the top 
(Z = 30 cm). The distance from the central axis range from near the center (R = 1 cm) to near to edge (R = 5 cm).
Results The mean deviation between the known and calculated position was .31 ± 0.16 mm. The maximum deviation was 
less than .86 mm.
Conclusion The results indicate that the location of a scintillator within the recording cage imaged with two cameras can 
be calculated with submillimeter accuracy. We hope that our methods can be applied to improve automatic (even real-time) 
tracking of various animals in vivo.

Keywords Circadian rhythm · In vivo imaging · Fluorescence imaging · Multi-camera tracking · 3D tracking · 3D 
interpolation

1 Introduction

Gene expressions in many tissues of the body show circadian 
rhythm [1]. To examine the functional role of these genes, 
including clock genes Period (Per) 1, Per2 and Bmal1 for the 
circadian system throughout the body, previous reports have 
indicated that the mice have to be sacrificed in experiments 
in order to measure basal mRNA levels from slice samples 
[2, 3]. Other methods of obtaining in vivo clock gene expres-
sion involve placing the mice on their backs for monitoring 
[4] or require anesthesia [5–7]. Such invasive restrictions 
of movement may affect the natural circadian rhythm that 
is being studied.

A method to measure gene expression in vivo in freely 
moving mice was subsequently developed by our group, 
which we call dual focus tracking (DuFT). In DuFT, biolu-
minescent signals representing Per1 expression are produced 
following intraperitoneal administration of luciferin through 
an application system into Per1-luciferase (Per1-luc) geneti-
cally modified mice. Scintillators attached to the skin on the 
abdomen or the head are used to detect and track regions 
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of interest (ROIs); namely the skin, OB, ears and cerebral 
cortices.

Although tracking is usually performed later during 
post-processing on captured video files, tracking can be per-
formed in real-time during the experiment. The advantage 
of real-time tracking is that video files do not have to be 
stored, greatly reducing the amount of output data. Real-
time tracking can be performed continuously 24/7, record-
ing subtle changes that can be missed when recording each 
half hour. The disadvantage of real-time tracking is that if 
there is a problem, such as poor choice of pattern match 
model, the data cannot be re-processed and must be com-
pletely discarded. This is why we chose to perform analysis 
on captured video files. The high speed of modern computer 
hardware makes processing time essentially a non-issue for 
real-time data capture and analysis.

2  Materials and Methods

The video capture software controls two cameras with a 
timer running on a personal computer. Video is stored in 
uncompressed audio video interleave (AVI) files. Video data 
can be acquired continuously 24 h per day, but is normally 
set to acquire only 10 min each half hour. This is sufficient 
to track changes in gene expression over several days and 
reduces the amount of video data. Our experiments lasted 
from several days to two weeks. After the video files (96 
10-min pairs of video files per day) have been captured, 
tracking and analysis is performed.

Our tracking software is based on the real-time tumor 
tracking (RTRT) system used in clinical X-ray cancer treat-
ment [9], developed by Mitsubishi Corp., Japan. RTRT uti-
lizes stereo fluoroscopy to track a tiny (usually 2 mm diam-
eter) spherical gold marker surgically implanted near the 
tumor. The marker serves as a surrogate for tumor motion, 
usually in the lungs or abdomen. Two X-ray cameras (flat 
panel or image intensifier) capture a pair of images. Two 
straight lines passing from the two X-ray point sources 
through the images of the marker on the left and right cam-
eras are calculated. The 3D coordinates of the marker are 
determined by calculating the intersection of these two lines. 
If the lines do not intersect exactly, the point nearest the two 
lines is chosen.

In the DuFT system, instead of spherical gold markers, 
scintillators are used to locate the position of a ROI on the 
mouse’s body. A representative image of a scintillator is 
used as a model for pattern matching. Because the intensity 
of pixels within the ROI depends on the distance from the 
camera, the 3D position of the ROI is necessary to normal-
ize the pixel intensity. Pre-computed normalization tables 
are used for this purpose. The creation of these tables is 
described later in this paper.

In addition to the video camera timer, the recording stage 
light is controlled with another timer, normally 12 h of light 
and 12 h of darkness. Because mice are nocturnal animals, 
they are more active when the lights are off. In order to track 
the mice in darkness, an infrared light source and two highly 
sensitive EM-CCD cameras (Hamamatsu Photonics, Japan) 
are used. The cameras must be water-cooled to reduce heat 
noise from the electronics.

Our method is unique from other automatic mouse track-
ing applications [10, 11] in that it can determine the 3D 
coordinates within the mouse cage of a ROI on the body 
of freely moving mice. Dankert et al. have developed a 
method based on machine vision for automatically meas-
uring aggression and courtship in fruit flies (Drosophila 
melanogaster) [12]. Khan et al. developed an outdoor 3D 
visual tracking system for the study of spatial navigation 
and memory in rhesus monkeys [13]. To the best of our 
knowledge, ours is the first system that can detect the 3D 
position of a scintillator placed on freely moving mice and 
record normalized pixel values within a ROI based on the 
distance between the ROI and the camera.

We used part of the Mitsubishi RTRT source code for the 
DuFT system, namely the file doutaimath.cpp, included with 
this paper as Supplementary Software. The code should be 
general enough to be applicable for a wide variety of trian-
gulation problems in which the 3D coordinates of a point 
needs to be determined from a pair of 2D coordinates. In this 
paper, which is a follow-up to our earlier paper [8], we con-
centrate on the 3D perspective transformation matrix calcu-
lation and pixel intensity normalization tables. We describe 
in detail the mathematical theory behind the 3D perspective 
transformation matrix calculation and pixel value normaliza-
tion algorithm. Our hope is that our methods can be applied 
to other 3D tracking applications, even to applications not 
related to mice or tumor tracking.

3  Creating the Perspective Transformation 
Matrix for the RTRT System

In this section, we describe in detail the process of perspec-
tive transformation in the RTRT system, on which DuFT 
is based. Details of the RTRT calibration process have not 
previously been published in the scientific literature. In order 
to calculate three-dimensional coordinates, it is necessary to 
accurately know the spatial coordinates around the isocenter 
of the rotating gantry of the therapeutic X-ray linac within 
the patient treatment room. In general, since the perspective 
transformation is represented by a matrix having 12 ele-
ments, if a correspondence can be obtained with respect to 
the spatial coordinates and fluoroscopic image coordinates, a 
point in space can be obtained from two arbitrary 2D points 
on a pair of fluoroscopic images.
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For calibration, the RTRT system uses an acrylic cube 
with eight gold markers embedded in each corner, 58 mm on 
each side (Fig. 1a). The cube is placed at the isocenter and 
two fluoroscopy images are obtained. The user specifies the 
2D coordinates of the markers on two fluoroscopic images 
by clicking on the images. Because the actual 3D coordi-
nates of the markers embedded in the calibration cube are 
known, the transformation matrix can be computed.

The acrylic calibration cube is placed at the isocenter 
of the linac gantry. Referring to Fig. 1b, the extension of 
the line connecting M4 and M6 is seen through fluoroscope 
camera 1; M3 and M5 are seen through fluoroscope camera 
2; the extension of the line connecting M1 and M7 passes 
through fluoroscope camera 3; and fluoroscopic camera 4 
exists on the extension of the line connecting M2 and M8. 
A schematic of an RTRT equipped treatment room (showing 
two of the four fluoroscopy units) is shown in Fig. 1c.

The coordinate transformation calibration dialog box 
(Fig. 2) in the RTRT software is used to specify six calibra-
tion points. A perspective transformation matrix is required 
for each fluoroscope camera. The perspective transformation 
matrix creation procedure for the RTRT system is as follows:

(1) Select the X-ray camera for which you want to create a 
matrix.

(2) Acquire a calibration image from the fluoroscope cam-
era.

(3) Click on the 6 marker points on the calibrator image 
following the guidance text.

(4) Calculate and save the transformation matrix in a text 
file.

(5) Repeat for each remaining camera.

The user clicks on six marker points visible around the 
edge of the calibration cube (Fig. 2a) using the coordinate 
system guide (Fig. 2c) and calibration step guide (Fig. 2d). 

Points are specified in clock-wise order. The exact mouse 
click position on the marker can be adjusted by moving the 
cross-hairs shown in Fig. 2b. The two markers obfuscated 
at the center of the calibration cube should roughly align 
with the currently selected fluoroscope unit. The user does 
not click on these two points. When specification of the 6 
periphery points is completed the transformation matrix is 
computed and can be stored in text form (Windows INI for-
mat). The procedure is repeated for fluoroscope units 2 to 4.

Note that some RTRT systems utilize two fluoroscope 
units instead of four. In this case, the X-ray source and cam-
eras must be moved to avoid the linac gantry. The transfor-
mation matrices must thus be recomputed for each fluoro-
scope camera position, so four transformation matrices are 
still required even though there are only two fluoroscope 
units.

A mathematical description of how 3D coordinates 
are obtained from a pair of 2D coordinates can be found 

Fig. 1  Calibration of the RTRT system. a The RTRT perspective 
transformation matrix calibration cube. b The treatment room coor-
dinate system with marker positions [14]. c Schematic of an RTRT 

equipped treatment room with (1) linac, (2) isocenter, (3) patient 
couch and (4) Two X-ray power units, X-ray generators and image 
intensifiers [9]

Fig. 2  The RTRT coordinate transformation calibration dialog box 
[14]. a Real-time fluoroscopy image of calibration cube with gold 
markers visible around the edge. b Detailed mouse click position of 
selected (yellow) marker. c Isocenter coordinate system schematic. d 
Calibration step guidance text
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in Supplementary Note 1 [14] and a C source code imple-
mentation developed by Mitsubishi Corp. is available upon 
request. To use the source code, a matrix containing the 
six 2D coordinates that the user specified by clicking on 
the marker positions on the fluoroscope image is passed 
to the function m_calc(). The known 3D coordinates of all 
eight markers are specified in the source file doutaimath.
cpp. Note that the order in which the 2D coordinates are 
specified should correspond to the order in which the 3D 
positions are specified in the source code, so that each pair of 
2D positions corresponds to the correct 3D marker position. 
A three by four matrix is returned and should be stored by 
the user program. In principle, the transformation matrices 
only need to be computed once, when the fluoroscope units 
are installed, but in practice, the transformation matrices are 
re-calibrated as part of regularly scheduled maintenance of 
the RTRT system.

4  Determination of 3D Coordinates 
from Two 2D Coordinates

Once the transformation matrices have been computed and 
stored, the system is ready to convert a pair of 2D coordi-
nates of a gold marker, determined by pattern matching, into 
a single 3D coordinate. The two perspective matrices corre-
sponding to the two fluoroscope units, along with the pair of 
2D coordinates from the left and right cameras are passed to 
sp_pos_calc(), which returns the resulting 3D coordinates.

The function sp_pos_calc2() can also be called to com-
pute the common perpendicular. This is the nearest distance 
between the two lines projected from the X-ray source to 
the marker point on the left and right camera images, if they 
do not intersect exactly. This value is useful for determin-
ing the accuracy of the transformation. In general, a small 
value is better, indicating a near-perfect interception of the 
two projection lines.

Note that the RTRT system processes video data in real 
time at 30 frames per second, so the calculations must com-
plete in less than 33 ms. For applications (like DuFT) that 
post-process captured video, the computation speed is less 
critical.

5  Coordinate System Transformation Matrix 
Calibration for DuFT

An over-view of the DuFT system is described in [8]. 
Briefly, two high-sensitive EM-CCD cameras (Hamamatsu 
Photonics, Japan) are mounted and their angles are adjusted 
so that their focal point is approximately 1 cm above the 
center of the mouse cage. Infrared LED lights are mounted 
above the recording stage inside the imaging box.

The DuFT System was developed jointly by Nakamura 
Service Inc. Sapporo, Japan (http://www.nakam ura-servi 
ce.com/) and Mateo Inc. Sapporo, Japan, in collaboration 
with Hokkaido University. The isocenter is regarded as the 
focal point of the two cameras. Instead of a calibration cube, 
a calibration disk is used to measure the location of calibra-
tion points. The disk is placed on a stand at the center of the 
cage and can be rotated and raised up and down (Fig. 3a, 
b). The disk contains several wells which hold scintilla-
tor material on a radiant spaced each centimeter from the 
center (Fig. 3c). Normally, only a single scintillator is placed 
in a well on the calibration disk, and multiple images are 
obtained by rotating and changing the height of the disk.

To compute the coordinate transformation matrix, two 
images (from the left and right cameras) are obtained with 
the scintillator positioned at eight locations, at the maximum 
radius (R = 5 cm) rotating 90° at the bottom (Z = 0 cm) and top 
(Z = 4 cm), analogous to the eight gold markers embedded in 
the corners of the RTRT calibration acrylic cube. A total of 16 
calibration images are acquired. The 2D coordinates of these 
images are located using pattern matching (Fig. 4), and used 
along with the known 3D coordinates of the calibration posi-
tions (specified in the source code) to compute the coordinate 
transformation matrix.

The scintillator positions are located by pattern matching. 
A representative image of a scintillator is used as a pattern 
match model. The model is searched in eight pairs of images 
and the 2D coordinates are recorded. These coordinates, along 
with the known 3D positions of the eight calibration points are 
used to compute a transformation matrix for each camera. For 
clarity, only four of the eight pairs of calibration points, taken 
at Z = 45 mm above the cage floor, are shown.

Fig. 3  The DuFT calibration disk within the recording box. a Side 
view, b oblique view and c top view

http://www.nakamura-service.com/
http://www.nakamura-service.com/


956 K. Sutherland et al.

1 3

6  Calibration of Pixel Intensity 
Normalization Tables

The apparent pixel intensity of a ROI depends on its distance 
from the camera; the intensity decreases with the square of 
the distance. In order to obtain the normalized pixel intensity, 
which does not depend on the position of the ROI within the 
cage, images of a scintillator are captured at numerous calibra-
tion points distributed throughout the observing cage.

A single scintillator is placed in a well on the calibration 
disk and pairs of images are captured at each calibration point. 
The calibration disk can be rotated an angle (A), the distance 
(radius) of the well holding the scintillator from the center 
(R) and raised up and down within the cage (Z) determine the 
coordinate system (A, R, Z). Calibration points are taken every 
15° (24 positions per radius), each cm from the center (5 posi-
tions) and each cm from the bottom to the top of the cage (5 
positions), plus five positions on the vertical central axis for a 
total of 605 pairs of calibration images. The calibration points 
form a cylinder illustrated in [8] Supplementary Fig. 5a–c.

These images are automatically read by a program that 
generates the normalization tables. The position at the focal 
point of the two cameras (R = 0, Z = 1 cm) is assigned a 
relative intensity of exactly 1. The relative pixel intensity of 
scintillators at other points is stored in a table. In general, 

positions that are nearer to the camera will have a value 
greater than 1 and positions further from the camera will 
have a value less than 1. For convenience, a separate table is 
used to store the relative pixel intensities of the five calibra-
tion points along the central vertical axis of the cage (R = 0, 
Z = 0 to 4 cm). The pixel value intensity calibration tables 
are used to convert raw pixel values into normalized pixel 
values. Test results of the pixel intensity normalization can 
be found in [8] Supplementary Fig. 5d–f.

7  Interpolation of Raw Pixel Intensity 
to Obtain Normalized Pixel Intensity

Assuming the point is within the calibration cylinder, but 
not at the central vertical axis (R = 1 to 5, Z = 0 to 4), an 
arbitrary ROI point (p) will lie within an isosceles trape-
zoid volume formed by eight calibration points (p1 to p8) 
(Fig. 5a). The distance from p to the eight calibration points 
is computed. The raw intensity value is interpolated linearly 
based on these eight distance values to yield a normalized 
pixel intensity value according to the following algorithm:

Let p be an arbitrary point within the trapezoid volume 
formed by eight (n = 8) calibration points p1 to p8. Let v 
be the raw pixel intensity of point p and r1 to r8 are the 
calibration values of point p1 to p8, respectively. Further-
more, let d1 to d8 be the geometric distances from point p 
to calibration point p1 to p8, respectively. Let dmin be the 
distance from point p to the nearest calibration point, rmin 
be the calibration value and imin be the index of that point. 
Finally, let v�

sum
= 0 . Then;

For each i in n 
(

i ≠ i
min

)

,

d
tot

= d
i
+ d

min
,

� =
d
i

d
tot

,

Fig. 4  Locating calibration points in left and right camera images

Fig. 5  Recording space interpolation method. a Interpolation trap-
ezoid assuming R = 1 to 5 and Z = 0 to 4 cm. The distance from the 
arbitrary point (p) to each of the eight calibration points (p1 to p8) 
forming an isosceles trapezoid volume is computed and used to lin-
early interpolate the pixel intensity. b Interpolation isosceles triangle 
volume if the point is near the central vertical axis (R < 1)
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Then the interpolated intensity value v’ can be calculated 
with

If the point is near the central vertical axis (R < 1), then 
the point will lie within an isosceles triangle instead of a 
trapezoid volume (Fig. 5b). In this case, six calibration 
points (n = 6) instead of eight are considered and the inter-
polation algorithm is the same.

If the point lies outside the calibration cylinder, for exam-
ple, when the mouse is in a corner of the cage, the frame 
should be discarded. Frames for which Z < 0 or greater than 
the top of the cage are always rejected because the mouse 
obviously cannot maneuver below the cage floor or above the 
ceiling. This is usually caused by an error in pattern match-
ing. A number of other rejection criteria can be specified so 
that only video frames for which a reliable normalized pixel 
value are considered for further analyses, as described in the 
following section.

8  Pattern Matching

Matrox Imaging Library (MIL) [15] version 9 is used for 
pattern matching. A small (usually 16 by 16 pixels) rep-
resentative image of the scintillator is used as the pattern 
model. The model is loaded and pre-processed at startup 
to improve pattern matching efficiency at run-time. A sin-
gle model image can be used for both left and right camera 
images, or separate models can be created to improve pattern 
matching accuracy.

Two scintillator sizes, large (3 mm diameter) and small 
(2 mm diameter) were used in our experiments. Large scintil-
lators were used for the skin ROI and small scintillators were 
used for the head ROI (around the OB). For each frame of 
video, three instances each of the large and small scintillators 
were searched for within the left and right camera images. 
Large scintillators were searched for first, so they were num-
bered 1 to 3. Next, three instances of the small scintillator were 
search for, numbered 4 to 6.

Because the approximate actual sizes of the triangles 
formed by the three scintillators on the mouse skin and 
head are known, pattern matching misses can be detected 
by rejecting video frames in which the triangle fails to meet 
a number of user specified conditions. For example, the base 

v
�

i
= �rmin + (1 − �)ri,

v
�

sum
+ = v

�

i
.

v
� =

v

v
�

sum

n−1

.

of the skin triangle should be within a certain range of values 
(measured in pixels). If the measured value is out of this 
range, the pattern recognition has probably misidentified one 
or more of the three scintillators and the frame should be 
rejected. The value of these thresholds must be determined 
by the user by observing the pattern matching progress and 
re-running the video tracking. Once reasonable thresholds 
are determined for an experiment setup, assuming that the 
size of the mouse and placement of the scintillators are fairly 
constant, these threshold values can be used in subsequent 
experiments.

For our experiments, ten minutes of video were captured 
each half hour over a 4 day period, so 96 pairs (from left 
and right cameras) of video files were generated. Video was 
captured at 2 frames per second, so each video file contained 
1200 frames. Although many frames had to be discarded due 
to pattern matching errors, etc., usually enough good frames 
were found in order to compute an average normalized pixel 
intensity value and standard deviation for each hour of the 
experiment.

9  Results

The accuracy of 3D position calculation was determined 
by placing a scintillator on the calibration disk at various 
known locations within the recording cage. The height of 
the disk was varied from the bottom (Z = 0 cm) to the top 
(Z = 30 cm). The distance from the central axis range from 
near the center (R = 1 cm) to near to edge (R = 5 cm). The 
results are summarized in Table 1.

The mean deviation between the known and calculated 
position was .31 ± 0.16 mm. The maximum deviation was 
less than .86 mm. The results indicate that the location of a 
scintillator within the recording cage imaged with two cam-
eras can be calculated with sub-millimeter accuracy.

10  Discussion and Conclusions

There are several limitations concerning this research. First, 
our system can only track a single animal. Tracking two or 
more mice may be possible, but the problem of over-lapping 
positions leading to misidentification is non-trivial [16]. One 
possible solution would be to place small scintillators on one 
test subject and large scintillators on another.

Second, the user interface for the 3D transformation 
matrix calculation is still under development. Presently, the 
source code (doutaimath.cpp) must be modified, and the 
program recompiled in order to specify the 3D positions of 
the calibration scintillators. In the future, we intend to add a 
dialog box, in which the eight 3D calibration positions can 
be specified by the user. Furthermore, the output of the soft-
ware is primarily a single comma separated value (.csv) file 
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containing the 3D positions and normalized average pixel 
values. Further data analysis is performed with a suite of 
console programs that we have developed for our research. 
We need to combine the capture, tracking and analysis pro-
grams into a single, coherent application.

When tracking without scintillators, the OB, left and right 
ears, left and right cortex, etc., must be specified as off-
sets within the head model image. At present, these values 
have to be typed into a text input file (Windows INI format), 
which is burdensome for the user. In the future, our intention 
is to develop a graphical interface for specifying the loca-
tion, size and other properties of each ROI.

Although only eight pairs of images are required to com-
pute the two 3D perspective transformation matrices, we 
had to acquired 605 pairs of images in order to generate 
the pixel intensity normalization tables (see [8] Supple-
mentary Fig. 5). Such highly detailed tables may not be 
necessary. Especially near the central vertical axis of the 
cage (R = 1 cm), because the calibration points were gener-
ated by rotating the disk each 15 degrees, the 24 calibra-
tion points are packed closely together (2.6 mm between 
points) on the plane of the disk. Around the outer edge of the 
disk (R = 5 cm), on the other hand, the 24 points are spaced 
13.1 mm apart. We should distribute the calibration points 
more evenly within the cage, roughly every 10 mm, reducing 
the number of pixel value calibration points.

Details of the 3D perspective transformation matrix 
calculation and pixel value calibration tables have been 
described in this paper. We hope that our methods can be 
applied to improve automatic (even real-time) tracking of 
various animals in vivo confined to a cage or enclosure. 
Future applications may include tracking of larger animals 
such as monkeys [13], or even smaller test subjects such as 
fruit flies [12].

Finally, our method of tracking and observing freely 
moving animals provides a means of more ethical research 
in that test subjects do not have to be sacrificed to obtain 
quantitative data, reducing the overall number of animals 
used. More sophisticated research tools such as DuFT should 
be employed by all research institutions conducting animal 
experiments [17].
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4 0.354713 0.206182 0.183660 0.275149
5 0.206512 0.169250 0.165956 0.577699
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5 0.134070 0.092160 0.858486 0.431881

3 1 0.098036 0.283643 0.316664 0.431408
2 0.072870 0.280306 0.370202 0.466659
3 0.141897 0.338631 0.419679 0.600403
4 0.251526 0.258550 0.585170 0.511896
5 0.452027 0.291637 0.655845 0.590674
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Supplementary Note 1 

Mathematical description of the determination of 3D coordinates in the RTRT system [1] 

Here, we explain in detail the calculation of the translation and rotation angle calculation using 
three landmark points. First, the following two basic coordinate systems are defined: 

(1) Treatment room coordinate system {A}, 
(2) CT coordinate system {B}. 

The CT coordinate system is represented by a simple translation with respect to the treatment 
room coordinate system, assuming that the translation amount is known. That is, 
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Here, (offsetx offsety offsetz) is the origin position of the CT coordinate system in the treatment 
room coordinate system. Given this, the equation can be expressed as 

PTP BA
B

A = , 

where BP is an arbitrary point in the CT coordinate system and AP is that point transformed by A
BT

into the treatment room coordinate system by a known vector offset. Points BP and AP are 
represented in homogeneous coordinates; that is, the translation can be expressed with matrix 
multiplication. Next, the landmark frame{ }C is defined from three points P, Q and R as follows 

using two vectors QP  and QR ; 
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where �𝑄𝑄𝑄𝑄�����⃗ � is the length of vector 𝑄𝑄𝑄𝑄�����⃗  and 𝑄𝑄𝑄𝑄�����⃗  × 𝑄𝑄𝑄𝑄�����⃗   is the exterior product of vectors 𝑄𝑄𝑄𝑄�����⃗  and 

vector 𝑄𝑄𝑄𝑄�����⃗ . 

 

Supplementary Figure 1. The landmark frame{ }C  (a) and the tumor frame of 

reference {D} (b). 

The landmark frame of reference {C}, with the origin the center of gravity of Q, P and R, can be 
visualized as shown in Supplementary Fig. 1a. Furthermore, the tumor frame of reference {D} is 
defined as shown in Supplementary Fig. 1b. These frames of reference are defined for an ordinary 
linac. That is, the relationship between the treatment room coordinate system and the tumor 
frame of reference is related by a known set of conditions. 

One of the relations, which we denote as A
D R , can be obtained by setting the gantry angle φ, the 

rotation angle of the patient couch about the gantry isocenter  ψ and the collimator angle θ, and 
performing the rotations in the following order: 

(1) Collimator rotation 
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(2) Gantry rotation 
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(3) Couch rotation 
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 Equivalent to ψ rotation about the ZA axis 

Therefore, 
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That is, when A
D R is known, the corresponding gantry angle φ, couch rotation angle ψ, and 

collimator angle θ can be obtained. According to the above equation, 

 φ＝± ( )33
-1 rcos . 

There are therefore two solutions to be considered, and it is necessary to divide the problem into 
subsequent cases. Here, let 

2C = φcos = 33r 、 1C = φins . 

Furthermore, 

4C = ψcos =
1

13

C
r

、 3C = ψins =
1

23

C
r

、 6C = θcos =
1

31

C
r

− 、 5C = θins =
1

32

C
r

. 

Given that, 

in case 0C3 > ,   ψ ＝+ ( )4
-1 Ccos , 

in case 0C3 < ,   ψ ＝- ( )4
-1 Ccos , 

in case 0C3 = , when 0C4 ≥ , ψ ＝ 0,  



and when 0C4 < , ψ ＝ π, 

and 

in case 0C5 > ,   θ ＝+ ( )6
-1 Ccos , 

in case 0C5 < ,   θ ＝- ( )6
-1 Ccos ,    (1) 

in case 0C5 = , when 0C6 ≥  θ ＝ 0, 

and when 0C6 <  θ ＝ π, 

can be obtained. However, when the gantry angle is nπ, that is when sin𝜑𝜑 = sin𝑛𝑛𝜋𝜋 = 0, ψ and θ 

in A
D R  have the relationship of only a phase difference, which is shown below. Here, we consider 

the collimator rotation angle θ by adopting the planned value of the couch rotation angle ψ. If ψ = 
ψPLAN, then 

4C = PLANψcos 、 3C = PLANinψs  

and we get 

A
D R ＝ 
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Therefore, if we set C6 and C5 as follows, 

 6C = θcos =
2

321411 rr
C

CC +
、 5C = θins =

2

322412 rr
C

CC +
− , 

we can compute θ with the same set of conditions described in equation (1). 

In addition, when the gantry angle is around nπ, ψ and θ tend to be drastically influenced by small 
2D marker position errors. This is normally caused by the user not clicking exactly on the marker in 
the fluoroscope image. If the difference from nπ is small, an approximation that rounds down and 

regards it as exactly nπ is therefore practical. The orientation of TA
D′ after the rotational 

displacement of the tumor frame can be calculated as follows if the landmark frame TA
C′ , after the 

corresponding rotational displacement, is known. TA
C′ is obtained by actual measurement of three 

landmark points, and the rotational displacement can be obtained by making it correspond to the 



orientation of TA
C within the plan landmark frame. If TA

D′ is found, the gantry angle, couch rotation 

angle, and collimator angle corresponding to this can be obtained. Furthermore, A
DT can be 

obtained by adding an amount of parallel translation to A
D R . 

First, the plan landmark frame{ }C is defined according to the CT coordinate system{ }B . That is, 

TB
C  ＝ 
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Accordingly, 

TA
C  ＝ TT B

C
A
B . 

Next, the measured landmark frame{ }C′ is obtained according to the treatment room coordinate 

system{ }A , 

TA
C′  ＝ 
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By these means, 

TA
D′  ＝ TT A
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 ＝ TTT A
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can be calculated. 
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