
Vol.:(0123456789)

Radiological Physics and Technology 
https://doi.org/10.1007/s12194-018-0479-9

Verification of modified receiver-operating characteristic software 
using simulated rating data

Junji Shiraishi1  · Daisuke Fukuoka2 · Reimi Iha3 · Haruka Inada3 · Rie Tanaka4 · Takeshi Hara5

Received: 11 April 2018 / Revised: 18 September 2018 / Accepted: 18 September 2018 
© Japanese Society of Radiological Technology and Japan Society of Medical Physics 2018

Abstract
ROCKIT, which is a receiver-operating characteristic (ROC) curve-fitting software package, was developed by Metz et al. 
In the early 1990s, it is a very frequently used ROC software throughout the world. In addition to ROCKIT, DBM-MRMC 
software was developed for multi-reader multi-case analysis of the difference in average area under ROC curves (AUCs). 
Because this old software cannot run on a PC with Windows 7 or a more recent operating system, we developed new software 
that employs the same basic algorithms with minor modifications. In this study, we verified our modified software and tested 
the differences between the index of diagnostic accuracies using simulated rating data. In our simulation model, all data 
were generated using target AUCs and a binormal parameter b. In ROC curve fitting with simulated rating data, we varied 
four factors: the total number of case samples, the ratio of positive-to-negative cases, a binormal parameter b, and the preset 
AUC. To investigate the differences between the statistical test results obtained from our software and the existing software, 
we generated simulated rating data sets with three levels of case difficulty and three degrees of difference in AUCs obtained 
from two modalities. As a result of the simulation, the AUCs estimated by the new and existing software were highly cor-
related (R > 0.98), and there were high agreements (85% or more) in the statistical test results. In conclusion, we believe that 
our modified software is as capable as the existing software.

Keywords Receiver-operating characteristic analysis (ROC) · Observer study · Computer software · Simulation data · 
Binormal distribution · Multi-reader multi-case

1 Introduction

Receiver-operating characteristic (ROC) analysis was ini-
tially developed through statistical decision theory for 
evaluating radar systems [1, 2]. In the early 1960s, Lusted 
first suggested the potential usefulness of ROC analysis 

for evaluating medical decision-making [3, 4]. Over the 
last 50 years, ROC analysis has been widely recognized as 
the most meaningful tool for quantifying the accuracy of a 
broad variety of diagnostic medical procedures [5–8], and 
its advantages have been well established [9–12].

An ROC curve represents the relationship between a true 
positive fraction (TPF) and false positive fraction (FPF). 
TPF and FPF are equivalent to “sensitivity” and “1-speci-
ficity”, respectively. Therefore, an ROC curve indicates the 
trade-off between sensitivity and specificity. In general, an 
ROC curve is estimated based on the assumption that an 
observer’s responses have a binormal distribution for actu-
ally positive and actually negative case samples [7, 10, 11]. 
To estimate the parameters of binormal distributions, max-
imum-likelihood estimation has been employed in a num-
ber of ROC programs for both single ROC curve fitting [2, 
13, 14] and multi-reader multi-case analysis of the index of 
accuracy [15, 16], which is called the area under the ROC 
curve (AUC) [17].
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One of the most frequently used ROC software packages 
is called ROCKIT [2]; it was developed by Metz et al. in 
the early 1990s and was last modified in 2006. To this day, 
this software has been distributed via a publicly accessible 
website.1 ROCKIT assumes that the rating data obtained 
by the reader in an observer study for actually positive and 
actually negative case samples follows a normal distribution 
[2, 8]. Although ROCKIT allows us to analyze a statistically 
significant difference between two modalities for a single 
reader, software called DBM-MRMC was developed for 
multi-reader multi-case analysis of the difference in average 
AUCs estimated from a number of readers [15, 16].

In most ROC studies, the most difficult task is determin-
ing the experimental procedures to obtain rating data sets 
for testing the diagnostic performances of two medical sys-
tems. Therefore, we developed a computer interface for ROC 
observer studies, which includes a display of digital images 
and ratings data obtained by observers (radiologists) [17]. 
The output files of our computer interface were designed 
to analyze rating data with ROCKIT and DBM-MRMC 
instantly. However, the old versions of ROCKIT and DBM-
MRMC occasionally cannot run on a modern PC running 
Windows 7 or any later operating system.

To solve this problem, we developed new software that 
employs the same basic algorithms but with minor modi-
fications. Our new software, called JLABROC and JSRT-
MRMC, was designed to replace ROCKIT and DBM-
MRMC, respectively, where the “J” in JLABROC and 
“JSRT” in JSRT-MRMC both stand for the Japanese Soci-
ety of Radiological Technology. The aim of this study is 
to verify the practical utility of the JLABROC and JSRT-
MRMC software in terms of differences in AUCs and the 
agreement of statistically significant difference test results 
obtained from both our software and the existing software.

2  Methods

2.1  JLABROC

The conventional software (ROCKIT [2]) for ROC curve fit-
ting involves the LABROC5 algorithm, which was designed 
based on the assumption that an observer’s responses are 
binormally distributed for actually negative and actually 
positive cases that are generally obtained in an observer 
study [2, 7]. The LABROC5 algorithm was developed for 
fitting binormal ROC curves to continuously distributed rat-
ing data (i.e., the observer’s responses) [2]. Figure 1 shows 
an example of the binormal distribution model used in the 

estimation of a binormal ROC curve. Note that the mean 
and standard deviation of the normal distribution of the 
observer’s responses for actually negative cases are denoted 
as �n and �n , respectively, and those of the actually positive 
cases are denoted as �s and �s , respectively. In the binormal 
ROC model, the ROC parameters a and b are employed for 
describing an ROC curve and its AUC. The ROC parameters 
a and b are defined in the following way [2]:

To estimate binormal ROC parameters a and b, 
LABROC5 implements a categorization process for contin-
uously distributed data using a quasi-maximum-likelihood 
estimation [2]. The number of categories in the categoriza-
tion process between 5 and 20 is determined by taking into 
account the number of case samples.

Because a binormal ROC curve was found empirically 
to be a straight line on normal-deviate axes, the vertical and 
horizontal coordinates of the ROC curve—true positive frac-
tion (TPF) and false positive fraction (FPF), respectively—
have the following relationship:

where Φ(z) represents the standard-normal cumulative dis-
tribution function.

In addition, the AUC, which is widely used as an index 
of diagnostic accuracy, is related to the ROC parameters a 
and b in the following way:

(1)a =
(�s − �n)

�s
,

(2)b =
�n

�s
.

(3)TPF = Φ
(
a + b ∗ Φ−1(FPF)

)
,

(4)AUC = Φ

�
a√

1 + b2

�
.

Fig. 1  Model of binormal distribution of observer’s responses for 
actually negative cases and actually positive cases

1 Imaging Section Website in JSRT: http://imgco m.jsrt.or.jp/rocGr 
oup/.

http://imgcom.jsrt.or.jp/rocGroup/
http://imgcom.jsrt.or.jp/rocGroup/
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The modified ROC software of JLABROC for ROC curve 
fitting uses the same assumption as LABROC5 for estimat-
ing a binormal ROC curve from continuously distributed 
data. In addition, JLABROC was designed to run with the 
same input data as ROCKIT uses. Therefore, we can run 
both ROCKIT and JLABROC with the same input file.

As opposed to LABROC5, JLABROC does not imple-
ment a categorization process for estimating binormal ROC 
parameters a and b. Because the LABROC5 algorithm was 
developed in the mid-1990 s, the developers had to imple-
ment a categorization process; otherwise, there would have 
been a substantial computational burden. However, optimal 
categorization was the most complicated task in the esti-
mation of ROC curves [2]. In addition, the performance of 
central processing units in modern PCs are more than 1000 
times faster than those of PCs in the 1990s [18]. Therefore, 
we adopted a categorization-free process in the estimation of 
binormal ROC parameters. In JLABROC, each negative and 
positive response was used individually as a single category 
rather than skipping the categorization process. For example, 
if 50 negative and 50 positive cases were used in an ROC 
study, JLABROC would estimate binormal distributions by 
regarding 100 responses as 100 data categories.

Although LABROC5 is just an algorithm included in the 
ROCKIT software, JLABROC was designed to be operable 
by itself as an independent piece of software.

The JLABROC software was written in the C programing 
language using Visual Studio 2017 (Microsoft, USA) and 
runs on the Windows 7 and Windows 10 operating systems.

2.2  JSRT‑MRMC

The algorithm used in DBM-MRMC conducts an analysis of 
variance among multi-reader and multi-case variations using 
a pseudo-value matrix computed by jackknifing the AUC 
values [15]. The matrix data of the observers’ responses 
across both actually negative and actually positive cases 
for each reader-modality combination are shown as follows 
[15]:

where Xijk denotes the observer’s response (i.e., rating score) 
for the kth case of the jth reader on the ith modality. Using 
this matrix data, the pseudo-value Yijk of the AUC is calcu-
lated with the following equation:

(5)

⎡⎢⎢⎢⎢⎢⎣

X111 X112 ⋯ X11k

X121 X122 ⋯ X12k

⋮ ⋮ ⋯ ⋮

⋮ ⋮ ⋯ ⋮

X1j1 X1j2 ⋯ X1jk

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

X211 X212 ⋯ X21k

X221 X222 ⋯ X22k

⋮ ⋮ ⋯ ⋮

⋮ ⋮ ⋯ ⋮

X2j1 X2j2 ⋯ Xijk

⎤
⎥⎥⎥⎥⎥⎦

,

(6)Yijk = cÂij − (c − 1)Aij(k),

where c is the total number of cases (negative + posi-
tive), and Aij(k) is the AUC value estimated with all of the 
observer’s responses obtained from the jth reader on the ith 
modality except for the kth case, whereas Âij is the AUC 
estimated from the responses of all cases. Simply stated, if 
an observer’s response for the kth case is correct (i.e., a high 
confidence level for a positive case), the pseudo-value Yijk is 
likely to become higher than Âij , because Aij(k) is lower than 
Âij in most cases.

JSRT-MRMC uses the same method as DBM-MRMC 
for testing whether there is a statistically significant differ-
ence between two average ROC curves using an analysis 
of variance. Therefore, it takes into account multi-reader 
and multi-case variations. In addition, JSRT-MRMC was 
designed to run using the same input data implemented for 
DBM-MRMC. Therefore, we can run both DBM-MRMC 
and JSRT-MRMC on the same input file. The only way 
that JSRT-MRMC differs from DBM-MRMC is in the 
core algorithm used for ROC curve fitting. JSRT-MRMC 
employs JLABROC only, whereas DBM-MRMC involves 
LABROC5, RSCORE for a discrete rating scale, and Pro-
pROC, which employs a different curve-fitting algorithm 
based on a proper constant-shape bigamma model [16].

Although DBM-MRMC can test the difference between 
average AUCs, TPFs at any FPFs, and the partial area of 
two ROC curves [19], JSRT-MRMC has only one option for 
testing a statistically significant difference between average 
AUCs, which simplifies the use of the software.

2.3  Simulation of ROC observer study data

To verify the practical utility of JLABROC and JSRT-
MRMC in terms of differences in AUCs and statistically 
significant difference test results between two average 
AUCs obtained from two ROC parameter settings, we cre-
ated simulated rating data using a simple binormal model. 
Although there have been a number of reports on creating 
simulation data for ROC software [16, 20–27], we developed 
a simple model based on a formal multivariate model of 
variation proposed by Roe and Metz (the RM model) [21, 
22]. Because the verification of ROCKIT and DBM-MRMC 
for employing these software packages in ROC studies has 
been done previously [2, 16], we focused on verifying that 
there was no difference between the AUCs and the statis-
tical results obtained from the conventional and modified 
software.

In the RM model, an estimate of an ROC accuracy index 
(i.e., AUC), obtained from r observers, c case samples, and 
with modality m is given by the following:

(7)
Θ̂ijkn = 𝜇i + rj + ck + (mr)ij + (mc)ik + (rc)jk + (mrc)ijk + eijkn,
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where i, j, k, and n denote the parameters of imaging modal-
ity, image reader, case sample, and replication of the experi-
ment, respectively. Thus, Θ̂ijkn is a particular estimate of Θ 
for the ith imaging modality that is obtained from the jth 
reader and the kth case sample in the nth replication [22]. 
Therefore, if variations of all factors, except for imaging 
modality, are considered to be random, then the total varia-
tion of the estimate Θ is given by the following:

where R, C, and M indicate the observer, case sample, and 
modality, respectively [22].

In addition, if the estimate is normally distributed, the 
95% confidence interval for the true value of Θ in the sam-
pled population of readers and case samples is given by 
the following:

In our simulation model, all data were produced using a 
target AUC and binormal parameter b. If particular values 
of AUC and b are provided, a binormal parameter a can be 
calculated using Eq. (4). By setting the mean and stand-
ard deviation of the normal distribution of an observer’s 
responses for actually negative cases, those of the actually 
positive cases can be calculated using Eqs. (1) and (2).

We simulated the observer’s rating score using normal 
distributions for actually positive and actually negative 
cases, of which the means and standard deviations were 
predetermined from the target values of AUC and b, and 
variations were determined by Eq. (9). Figure 2 illustrates 
an outline of an observer’s rating data simulation. Because 
the case variation was assumed to be consistent for all 
the observers, only the reader variation was changed for 
the individual rating data set created from the same case 
samples.

(8)
Var

{
Θ̂RC|M

}
= 𝜎2

r
+ 𝜎2

c
+ 𝜎2

mr
+ 𝜎2

mc
+ 𝜎2

rc
+ 𝜎2

mrc
+ 𝜎2

e
,

(9)

[
Θ̂ − 1.96

√
Var

{
Θ̂RC|M

}
, Θ̂ + 1.96

√
Var

{
Θ̂RC|M

}]
.

To verify the equivalency between DBM-MRMC and 
JSRT-MRMC in terms of the statistically significant differ-
ence test results, we also created simulated rating data with 
group data of observers for evaluating paired case samples 
obtained from two modalities. In the RM model, the cor-
relation of estimates Θ , which were obtained with the same 
case samples imaged with different modalities, is given by 
the following:

To estimate the degree of this correlation, we calculated 
actual correlation coefficient values for all the combinations 
of 20 rating data sets, which were obtained in our previ-
ous ROC study [28]. As a result, we obtained a 95% confi-
dence interval (0.458 and 0.849) of correlation coefficients 
for simulating a rating data set obtained with two different 
modalities and observers but the same cases. Using this 95% 
confidence interval of correlation coefficients, we simulated 
paired rating data with a predetermined difference in AUCs.

2.4  Verification of modified ROC software using 
simulated ROC observer study data

2.4.1  Verification of JLABROC

To investigate the equivalency of AUC estimations obtained 
by LABROC5 and JLABROC, we conducted a series of sim-
ulation experiments in which we generated continuous rating 
data from the binormal model described earlier. In the ROC 
curve fitting with the simulated rating data, we varied four 
factors: the total number of case samples (positive + nega-
tive = 50, 100, 125, and 200), the ratio of positive-to-neg-
ative cases (positive:negative = 1:1 and 1:4), the binormal 
parameter (b = 0.75, 1.00, and 1.25), and a preset AUC (0.60 
up to 0.90 in increments of 0.10). For each possible com-
bination of factors, we simulated 50 (for 100 case samples) 
or 20 (for the other case samples) data sets. After we ana-
lyzed each data set with both ROCKIT and JLABROC, we 
recorded the resulting AUC estimates along with their aver-
age and differences in the results obtained.

2.4.2  Verification of JSRT-MRMC

To investigate the difference between statistical test results 
obtained from DBM-MRMC and JSRT-MRMC, we gen-
erated simulated rating data sets with three levels of case 
difficulty and three degrees of difference in AUC (ΔAUC) 
obtained from two modalities. Figure 3 shows ROC curves 
with three levels of AUC: high (detection is very easy: AUC 
0.980), middle (detection is relatively easy: AUC 0.873), 
and low (detection is difficult: AUC 0.711) [2]. Figure 4 

(10)

Corr

{
Θ̂R|MC, Θ̂R|M�C�

}
=

𝜎2

r

𝜎2
r
+ 𝜎2

mr
+ 𝜎2

rc
+ 𝜎2

mrc
+ 𝜎2

e

.

Fig. 2  Illustration of outline of observer’s rating data simulation
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indicates three levels of difference in the AUCs of two ROC 
curves. As shown in Fig. 4, we generated a paired data set 
by keeping the AUC with a target value for modality A, 
whereas the AUC value for modality B was varied by sub-
tracting the difference in AUC from the target AUC. In addi-
tion to varying the case difficulty and degree of difference, 
we varied the number of observers (3, 6, and 9) for each 
combination of simulation data set. The total number of case 
samples (positive 50, negative 50) and the value of binormal 
parameter b (1.0) were consistent for all the simulation data 
sets. For each possible combination of paired data sets, we 
generated and tested 100 data sets. Thus, we simulated 2700 
pairs of simulated rating data sets (3 × 3 × 3 × 100).

After we analyzed each paired data set with both DBM-
MRMC and JSRT-MRMC, we calculated a p value as a 

measure of statistical significance, the resulting estimates 
of AUC, and their average and differences in the results 
obtained from each.

3  Results

3.1  Verification of JLABROC software

Table 1a–d shows estimated average AUCs obtained using 
the LABROC algorithm (ROCKIT) and JLABROC and 
the difference in the two AUCs for the same data sets. All 
simulation data sets were created for the resulting designated 
AUCs (Preset AUC). When the preset AUC was adjusted 
to fit the estimated average AUCs obtained by JLABROC, 
the calculated AUCs obtained by LABROC5 were slightly 
higher than those obtained by JLABROC. The estimated 
AUCs obtained from LABROC5 and JLABROC were highly 
correlated (R = 0.9875–0.9897), whereas the differences in 
the two AUCs ranged from 0.003 to 0.013 when the num-

ber of case samples was 50 (25 positives and 25 negatives). 
There were no visible relationships with the value of b. 
When the number of case samples was high (n = 100, 200), 
the correlation coefficients between average AUCs obtained 
by both ROCKIT and JLABROC increased, and the differ-
ences became small. As shown in Table 1d, an asymmetric 
combination of positive and negative case samples (25:100) 
also produced a very high correlation between the two esti-
mated average AUCs (R = 0.9899–0.9966), whereas the 
range of differences in the two AUCs (0.002 to 0.011) was 
equivalent to that of 50 case samples (Table 1a).

Figure 5 illustrates the relationship between the average 
difference in two AUCs estimated by ROCKIT and JLA-
BROC and a number of case samples. As described above, 

Fig. 3  Binormal ROC curves with three levels of AUCs in simula-
tion studies. Low (a = 0.75, b = 0.90; AUC 0.711) and high (a = 0.50, 
b = 0.70; AUC 0.980) curves represent bounds on range of ROCs 
usually encountered, whereas middle curve (a = 1.50, b = 0.85; AUC 
0.873) represents more typical ROC [2]

Fig. 4  Pairs of binormal ROC curves with three levels of differences in AUCs. Small (ΔAUC 0.02), medium (ΔAUC 0.02), and large (ΔAUC 
0.02) represent degrees of difficulties for demonstrating statistically significant differences
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the average difference in the two AUCs became small when 
the number of case samples increased, except when there 
was an asymmetric combination of case samples (25:100).

3.2  Verification of JSRT‑MRMC

Table 2 demonstrates the agreement of statistically sig-
nificant test results for the difference in two average AUCs 
estimated by DBM-MRMC and JSRT-MRMC in each of 
100 data sets. For instance, the test results were considered 
to be in agreement when both p values obtained by both 
DBM-MRMC and JSRT-MRMC were lower than 0.05, 
equal, or higher than 0.05. Although the average agree-
ment for all combinations was relatively high (94.2%), 
there were no trends between the three levels of case dif-
ficulty, three degrees of differences in AUCs, and the num-
ber of observers.

To directly investigate differences in p values obtained 
by DBM-MRMC and JSRT-MRMC, we examined his-
tograms of the difference in p values for changes in the 
number of readers (Fig. 6), three levels of case difficulty 
(Fig. 7), and three degrees of differences in AUCs (Fig. 8). 
The kurtosis of the histograms increased when the number 
of readers was increased. In the same way, the kurtosis 
increased when the case difficulty decreased, and also 
when the degrees of differences in AUCs increased.

Table 1  Average AUCs and the 
differences in AUCs between 
LABROC5 and JLABROC 
estimated using simulated rating 
data sets

*CC cross correlation between AUCs estimated from LABROC5 and JLABROC

Preset AUC LABROC5 JLABROC ΔAUC 

b = 0.75 b = 1.00 b = 1.25 b = 0.75 b = 1.00 b = 1.25 b = 0.75 b = 1.00 b = 1.25

(a) 50 case samples (25 positives and 25 negatives)
 0.60 0.613 0.605 0.606 0.601 0.601 0.600 0.012 0.004 0.006
 0.70 0.708 0.709 0.705 0.699 0.702 0.700 0.003 0.008 0.005
 0.80 0.810 0.805 0.809 0.798 0.795 0.800 0.011 0.010 0.006
 0.90 0.906 0.912 0.910 0.898 0.898 0.898 0.009 0.013 0.012

*CC 0.9875 0.9875 0.9897
(b) 100 case samples (50 positives and 50 negatives)
 0.60 0.605 0.602 0.601 0.601 0.600 0.600 0.004 0.002 0.002
 0.70 0.704 0.707 0.707 0.701 0.702 0.704 0.003 0.005 0.004
 0.80 0.803 0.808 0.807 0.797 0.801 0.801 0.006 0.007 0.006
 0.90 0.903 0.910 0.905 0.896 0.904 0.898 0.007 0.007 0.007

*CC 0.9961 0.9970 0.9963
(c) 200 case samples (100 positives and 100 negatives)
 0.60 0.600 0.599 0.601 0.599 0.596 0.598 0.001 0.002 0.002
 0.70 0.700 0.705 0.700 0.698 0.705 0.698 0.002 0.000 0.002
 0.80 0.807 0.808 0.804 0.805 0.803 0.800 0.002 0.004 0.004
 0.90 0.905 0.903 0.904 0.901 0.897 0.899 0.004 0.006 0.004

*CC 0.9981 0.9971 0.9978
(d) 125 case samples (25 positives and 100 negatives)
 0.60 0.602 0.605 0.606 0.600 0.600 0.601 0.005 0.002 0.005
 0.70 0.708 0.705 0.709 0.702 0.698 0.704 0.006 0.005 0.002
 0.80 0.809 0.803 0.807 0.799 0.794 0.801 0.010 0.009 0.006
 0.90 0.910 0.903 0.907 0.901 0.897 0.899 0.011 0.006 0.008

*CC 0.9899 0.9952 0.9966

Fig. 5  Relationship between average difference in two AUC s esti-
mated by two software packages (ROCKIT and JLABROC) and a 
number of case samples
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4  Discussion

As shown in Table  1, JLABROC had a tendency to 
underestimate the AUC value slightly compared to the 
LABROC5 algorithm. A typical example for indicat-
ing a difference between two ROC curves estimated by 
LABROC5 and JLABROC with the same data set is shown 
in Fig. 9 with a reference ROC curve without curve fitting. 
Although an ROC curve estimated by LABROC5 slightly 
exceeded that of JLABROC for the entire curve, the AUC 
value estimated from JLABROC was closer to that of the 
reference curve compared to LABROC5.

When LABROC5 implemented a categorization pro-
cess in its binormal parameter estimation, the number 
of categories was increased (5–20) corresponding to the 
number of case samples. In other words, the effects of the 
categorization process can be reduced when the number 

of case samples is increased in LABROC5. Therefore, we 
assumed that the differences of AUC between LABROC5 
and JLABROC became small when the number of case 
samples was increased, and thus, the difference in the 
number of categories for each became small.

In general, the confidence of p values obtained from the 
observer study was statistically higher when the number of 
readers increased [12]. Therefore, the kurtosis of the histo-
grams for the difference in p values obtained from DBM-
MRMC and JSRT-MRMC became high when the number 
of readers increased.

On the other hand, the categorization procedure in 
ROC curve fitting became difficult when the degrees of 
difficulty for the detection of actually positive cases were 
likely to be high. Thus, as shown in Fig. 7, the differences 
in p values obtained from DBM-MRMC and JSRT-MRMC 
became small when the case difficulty was low (detection is 
very easy: AUC 0.980). Similarly, as shown in Fig. 8, the 

Table 2  Agreement (%) of 
statistically significant test 
results (p < 0.05) for the 
difference in AUCs estimated 
by DBM-MRMC and JSRT-
MRMC in each of 100 data sets

Number of 
readers

Preset difference in AUCs Preset AUC 

High (0.980) Middle (0.873) Low (0.711)

3 Small (0.02) 92.0 100.0 100.0
Medium (0.04) 87.0 95.0 97.0
Large (0.08) 87.0 91.0 86.0

6 Small (0.02) 85.0 96.0 100.0
Medium (0.04) 96.0 87.0 96.0
Large (0.08) 100.0 99.0 92.0

9 Small (0.02) 90.0 96.0 100.0
Medium (0.04) 97.0 88.0 90.0
Large (0.08) 100.0 100.0 97.0

Fig. 6  Histograms of difference in p values for changes in number of readers



 J. Shiraishi et al.

differences in p values also became small when the levels of 
differences in AUCs became large.

5  Conclusion

We developed and verified modified ROC software to 
replace the existing outdated software of ROCKIT and 
DBM-MRMC. In this simulation study, we used a simplified 
binormal model that was proposed in a previous report. In 

conclusion, we demonstrated that our modified software for 
ROC curve fitting and that for testing the difference between 
the index of diagnostic accuracies obtained in a multi-reader 
and multi-case manner were equally as capable as the exist-
ing software in terms of differences in the estimated AUC 
and high agreement in a statistically significant difference 
test.

Fig. 7  Histograms of difference in p values for changes in three levels of case difficulty

Fig. 8  Histograms of difference in p values for changes in three degrees of difference in AUCs
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