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Abstract 
This study examines the semantic prosody of the verb “cause” through a comprehensive 
corpus-based sentiment analysis, challenging the traditional association with negative 
sentiment. By integrating co-varying collexeme analysis with sentiment analysis, we 
demonstrate a significant prevalence of neutrality in the sentiment scores for 
constructions involving the verb “cause”. Our findings question the assumed negative 
semantic prosody of “cause”, revealing a nuanced sentiment landscape where neutral 
expressions predominate. This research contributes to linguistic, philosophical, and data 
science fields by offering new insights into the complex interplay between language, 
cognition, and emotion, and suggests avenues for future research into the emotional 
valence of linguistic expressions. 
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1. Introduction 

The exploration of causation within linguistic frameworks has long captivated scholars 
across disciplines, seeking to unravel the complex interplay between language, cognition, 
and sentiment. This pursuit has led to the development of various analytical approaches, 
among which corpus-based methods have emerged as particularly potent in offering 
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empirical insights into how causation is construed and conveyed in language. Central to 
this inquiry is the concept of semantic prosody, a phenomenon where certain lexical 
items tend to occur in specific sentiment contexts, thereby coloring their meaning beyond 
mere denotation. Our study delves into the semantic prosody of the verb “cause” by 
integrating a corpus-based approach with sentiment analysis, thereby illuminating the 
subtle ways in which constructions with the verb “cause” reflect and influence emotional 
valence. 

The verb “cause” has traditionally been associated with negative outcomes, an 
observation that has prompted considerable scholarly attention. Previous research (e.g., 
Stubbs, 1995,  Stefanowitsch & Gries, 2003, Xiao & McEnery, 2006, Childers, 2016, 
Hauser & Schwarz, 2018) has documented the propensity of “cause” to co-occur with 
negatively connoted complements, suggesting a pronounced negative semantic prosody. 
For example, Stubbs (1995) discusses the linguistic patterns and collocations 
surrounding the word “cause” in a corpus of 120 million words in the section titled 
“CAUSE” from his paper. He finds that the most frequent collocations (ranging from 180 
to 1,500 occurrences) are predominantly negative and abstract nouns such as “anxiety”, 
“crisis”, “damage”, and “problem”, with many examples being medical terms like “cancer”, 
“disease”, and “illness”. Adjectives that collocate with “cause” include terms like 
“common”, “serious”, and “severe”, indicating the gravity of contexts in which “cause” is 
used. Notably, Stubbs (1995) points out the absence of positive collocates in the top 50 
T-values and highlights that the word “by” has the highest T-value, suggesting that 
“caused” often appears in passive constructions. Further analysis reveals that while 
“cause” appears over 16,000 times in its word form and around 38,000 times as a lemma, 
positive associations are exceedingly rare, with “celebration” being a singular exception 
that disappears when broader collocations are considered. The most frequent collocates 
for the lemma “cause” include predominantly negative outcomes like “problems”, 
“damage”, and “death”. Stubbs (1995) also notes the complexity of collocations, where 
words like “great” and “serious” are often part of phrases that indirectly relate to “cause”, 
such as “cause for great concern” or instances where “cause” is linked to phrases 
indicating indirect causation (e.g., “death caused by reckless driving”). This observation 
underlines the challenges in analyzing collocations and the nuanced meanings words can 
convey in different contexts. 

However, these associations have not been uniformly examined across different 
contexts, nor has it been sufficiently quantified through sentiment analysis (Glass 2023). 
It is recognized that analyses utilizing raw frequency may be skewed by the frequent 
occurrence of certain subjects and objects, potentially overshadowing less common but 
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equally significant combinations. By employing collostructional analysis, it becomes 
possible to unearth unique combinations within the relationships between subjects and 
objects, offering insights into how these elements interact in constructions with the verb 
“cause”. Methodologically, co-varying collexeme analysis and sentiment analysis allow 
analysts to provide a comprehensive examination of the semantic prosody of “cause”, 
focusing on the emotional valence of subjects and objects. Through this multifaceted 
approach, we aim to assess the sentiment implications of causation with greater 
precision, thereby contributing to a more nuanced understanding of how causative 
expressions negotiate emotional meaning. 

Furthermore, our study addresses a gap identified in previous research regarding the 
methodological limitations of assessing semantic prosody based solely on raw frequency 
counts. By integrating sentiment analysis with psychological experimentation, we aim 
to enrich the analysis of causation, offering insights into the interplay between linguistic 
form, semantic content, and emotional resonance. This interdisciplinary approach not 
only advances our understanding of semantic prosody but also underscores the potential 
of corpus-based methods to elucidate the emotional underpinnings of causative 
expressions. 

In the last part of the introduction, it is important to show the structure of our paper 
to help readers understand our arguments and analysis more easily. Following this 
introduction, Section 2 discusses the corpus-based methods and the philosophical 
underpinnings of causation, setting the stage for a detailed examination of constructions 
with the verb “cause”. Section 3 presents the methods employed in our study, including 
co-varying collexeme analysis and sentiment analysis, while Section 4 offers a 
comprehensive analysis of the results, highlighting the nuanced sentiment scores of 
subjects, objects, and combined phrases in constructions with the verb “cause”. Section 
4 also includes a general discussion that integrates our findings with broader theoretical 
considerations, culminating in a reevaluation of the semantic prosody of “cause”. Finally, 
the conclusion synthesizes our findings, reflecting on the implications for linguistics, 
philosophy and data science, and suggesting avenues for future research. Through this 
structured exploration, our study contributes to a deeper understanding of how 
causation is linguistically encoded and emotionally perceived, challenging prevailing 
assumptions and opening new perspectives on the semantic prosody of “cause”. 
 
2. Corpus-based methods and philosophy of causation 

The academic discourse surrounding causation has long been fertile for philosophical 
and empirical investigation. Within the traditional framework, philosophical analysis 



74 
 

has delineated causation into two primary categories: “singular causation”, also known 
as “token causation”, and “general causation”, referred to as “type causation” (e.g. 
Kutach, 2014; Mumford & Anjum, 2014). Token causation examines the causal links 
between distinct events, while type causation considers the broader relationships 
between categories of similar events. This bifurcation serves as a critical foundation for 
linguistic approaches to causation, where the goal is to generalize from specific instances 
(tokens) to broader patterns (types). 

The conversation around causation further expands into two divergent models: “effect-
based causation”, a staple of classical scientific inquiry, and “pattern-based causation”, 
a hallmark of contemporary data science. The former model supports causality with 
theoretical backing, as illustrated by historical meteorological events leading to specific 
outcomes, such as flooding due to excessive rainfall in a given period. Conversely, 
pattern-based causation leverages statistical analysis to identify trends and 
probabilities of events, such as the frequency of flooding in relation to rainfall patterns, 
without necessarily invoking a theoretical underpinning. 

Into this complex dialogue, the corpus-based analysis introduced by Glass (2023) 
presents an innovative perspective by examining both effect-based and pattern-based 
causation within the context of negative outcomes. The contribution of Glass (2023) to 
this discourse represents a significant advancement, offering a comprehensive 
examination of causation through the dual lenses of effect-based and pattern-based 
models, particularly focusing on negative outcomes. By integrating sentiment analysis 
with psychological experimentation, Glass’s research not only highlights the impact of 
emotional valence in causal relationships but also sets a new precedent for incorporating 
modern data analysis techniques into traditional causation theories. Glass’s 
methodology, which combines sentiment analysis of subjects and objects with 
psychological experimentation, offers a comprehensive approach to understanding the 
multifaceted nature of causation. This approach not only highlights the impact of 
negative outcomes but also underscores the significance of emotional valence in the 
causal analysis. 

Nevertheless, integrating sentiment analysis into the study of causation demands 
carefully considering the specificity of the expressions involved. A potential oversight in 
this area might overlook the contributions of collocation analysis research, illuminating 
the intricate ways word combinations can influence meaning and interpretation. The 
delineation into four distinct causal relationships based on the emotional valence of 
subjects and objects (positive-positive, positive-negative, negative-positive, negative-
negative) emphasizes the necessity for a nuanced approach that accounts for the 
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emotional dynamics at play. 
In conclusion, while Glass (2023) lays a foundational groundwork for incorporating 

emotional valence into the study of causation, it also highlights an area ripe for further 
exploration. A deeper investigation into the unique sentiment combinations in causal 
expressions is essential for advancing our understanding of causation in linguistic 
corpora. This approach not only enriches the analytical framework for causation but also 
aligns with the interdisciplinary nature of contemporary research, bridging gaps 
between philosophy, linguistics, and data science. 
 
3. Methods 

This section explains the statistical analysis employed in this study and the procedure 
for obtaining data. We performed co-varying collexeme analysis, which is a part of 
collostructional analysis (Gries, 2019, 2022b, 2022c, 2023, Gries & Stefanowitsch, 2004a, 
2004b, Stefanowitsch & Gries 2003, 2005), to obtain the list of frequent combinations of 
subjects and objects of the verb “cause”. We used TCSE (Ted Corpus Search Engine) 
(Hasebe 2015) to extract the form [NPSbj CAUSE NPObj] for the sentiment analysis.  
 
3.1 Collostructional Analysis 

Collostructinal analysis is a family of collocational analyzes that can accurately 
capture the collocational strength between grammatical constructions and words (Gries, 
2019, 2022b, 2022c, 2023, Gries & Stefanowitsch, 2004a, 2004b, Stefanowitsch & Gries 
2003, 2005). According to Gries (2023, p.352), collostructional analysis consists of three 
distinct analyzes: 

 
● Collexeme Analysis (Stefanowitsch & Gries, 2003): A method to quantify the 

attraction/repelling relations between a construction with one slot and words (e.g., 
keep on V-ing). 

● Distinctive Collexeme Analysis (Gries & Stefanowitsch, 2004b): A method to 
quantify the attraction/repelling relations between two (or more) functionally 
similar constructions with one slot and words (e.g., will V vs. be going to V). 

● Covarying Collexeme Analysis (Gries & Stefanowitsch, 2004a, Stefanowitsch & 
Gries, 2005): A method to quantify the attraction/repelling relations between two 
slots of a construction (e.g., It be Adj to V) 

 
As discussed in Section 2., the previous study only dealt with the raw frequency of the 

pattern [X CAUSE Y], which does not necessarily yield the typical uses of the 
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construction. We performed co-varying collexeme analysis to obtain typical instances of 
[X CAUSE Y] using R script (Gries, 2022a), which is an updated script to perform 
collostructional analysis. See Gries (2019, 2022b, c, 2023) for the details. 
 
3.2 Data Extraction 

We used TCSE (TED Corpus Search Engine) (Hasebe, 2015) to obtain the form [X 
CAUSE Y]. TCSE is a corpus interface allowing users to access TED talk transcript data. 
All transcripts are automatically annotated with various tags (e.g., part-of-speech, 
dependency). TCSE includes 1,846 talks, 4,607,993 tokens, and 81,094 types (Hasebe, 
2015, p.178). Though the corpus size is relatively “small” compared to the recent web 
corpora, TCSE allows users to access the original contexts and flexibly identify the 
desired constructions.  

Though the TCSE indeed relies on a specific register, due to the nature of TED Talks, 

it is expected to exhibit high levels of normative language use. Additionally, the TCSE 

allows for the utilization of parsing results generated by the Python natural language 

processing library, Spacy, making the retrieval of subject and object patterns simpler 

than using tools like Sketch Engine. Based on these considerations, this study employs 

the TCSE. 
Using the advanced search setting on the interface, we used “_ [CAUSE]{verb} _” to 

extract the potential targets. As a result, 577 sentences were obtained. Since we aim to 
extract typical instances of cause-effect relations, we excluded the following patterns in 
(1). The numbers in parentheses indicate the talk IDs. 

 
(1) a. […] and it caused me to think, […] (1981) 

b. This causes the plates to spread very slowly, […] (37123) 
c. […] it sent a voltage all the way down to the end of the stem, which caused it to 
move. (3013) 

 
We excluded to-causatives in (1a) since these constructions express the change of their 

direct objects, in which causes cannot be reduced to one lexical item. We coded the 
antecedents from the previous contexts for inanimate pronouns (i.e., “it”). However, some 
instances with demonstratives (e.g., “that”, “this”), as in (1b), cannot be recovered with 
one lexical item. Though we coded their antecedents like inanimate pronouns for 
attributive relative clauses, we excluded the non-attributive relative clauses as in (1c). 
While it is possible to identify the value of the Causer by referring to the preceding 
context, such as in non-attributive uses, when the event represented by the entire 



77 
 

sentence itself is considered, it becomes challenging to reduce the Causer to a single 
lexical element, making the lemmatization process described above difficult. 
Consequently, such instances have been excluded from the analysis. As a result of the 
cleaning processes, we obtained 337 cases for co-varying collexeme analysis.  

Then, we concatenated all subjects and objects of the verb “cause” for sentiment 
analysis.  
 
3.3 Predictions and Analysis 

We performed sentiment analysis using the VADER sentiment analysis tool (Hutto 
and Gilbert 2014). VADER (Valence Aware Dictionary and sEntiment Reasoner) is a 
sentiment analysis tool designed to assess sentiments expressed in short texts, such as 
those on social media platforms. It combines a dictionary-based approach with rule-
based logic to evaluate the emotional intensity of words and phrases, while also taking 
into account the influence of modifiers, negations, and contextual nuances. This dual 
approach allows VADER to provide a nuanced analysis of sentiment, outputting scores 
for positive, negative, and neutral sentiments, as well as a composite score that 
represents the overall sentiment of the text. Implemented in Python and available as 
part of the NLTK library, VADER is intended for a wide array of applications, including 
but not limited to social media sentiment analysis, market research, and analysis of 
customer feedback. Its effectiveness has been validated through comprehensive 
evaluations on several benchmark datasets, demonstrating its high accuracy and 
efficiency.  

When using VADER, each word is assigned a predefined sentiment score (positive, 
negative, neutral); however, its application is somewhat complex. VADER adjusts the 
basic sentiment values assigned to words based on context and usage. For example, 
sentiment values are adjusted in the presence of negation words or modifiers used for 
emphasis. Moreover, VADER applies multiple rules to enhance sentiment analysis 
accuracy, considering specific word combinations and sentence structure. Therefore, 
rather than applying predefined sentiment values to each word directly, these values are 
dynamically adjusted based on context and specific grammatical features, allowing 
VADER to more accurately capture the overall sentiment orientation of the text. 
However, in this study, focus is placed on subjects and objects without analyzing 
negation words or modifiers for emphasis. Thus, it is considered that predefined 
sentiment scores are primarily applied to each word. 

Our analysis has three goals: (i) Replicating the previous study’s generalization while 
accounting for the collostructional strengths, (ii) Examining the generality of known 
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results, and (iii) Evaluating the four classes of case-effect relations. The first goal is 
straightforward: Since most of the previous studies did not account for the uniqueness 
of the combinations of subject nouns and object nouns, we aim to overcome this issue. 
Then the second goal is to verify the generalization “Sentences with the verb “cause” are 
likely to express negative sentiments”. If this hypothesis holds, sentiment values of all 
sentences with the verb “cause” should yield consistent results. The third goal is to 
discover the kinds of causations in attested language use. If all expressions of causes and 
effects can be categorized into positive and negative, it should yield the four classes of 
causation, as in Table 1.  

 
Table 1 . Nine classes of causations 

 CauseIsPositive CauseIsNeutral CauseIsNegative 

EffectIsPositive CAUSATION1 CAUSATION2 CAUSATION3 

EffectIsNeutral CAUSATION4 CAUSATION5 CAUSATION6 

EffectIsNegative CAUSATION7 CAUSATION8 CAUSATION9 

 
In sentiment analysis, all expressions are assigned with standardized sentiment 

values ranging from +1 to -1 (i.e., +1 being highly positive, -1 being highly negative). If 
the observations from the previous studies hold true, CAUSATION7, CAUSATION8 and 
CAUSATION9 should occur more frequently than CAUSATION1 through 
CAUSATION6, since the former set is associated with negative outcomes. The types of 
expressions and examples of actual classifications for the verb “cause” are organized in 
Table 2. 
  



79 
 

Table 2. Causation types and their examples 

Types Examples (Sbj:Obj) 

CAUSATION 1 NA 

CAUSATION 2 metaverse:excitement, substance:growth, flow:increase 

CAUSATION 3 NA 

CAUSATION 4 determinant:gap 

CAUSATION 5 heat:hurricanes, adrenaline:hypertension, 
concentration:animation 

CAUSATION 6 pressure:seizures, tumor:overproduction, stress:adaptability 

CAUSATION 7 NA 

CAUSATION 8 we:mess, pollution:crisis, bacteria:poisoning 

CAUSATION 9 injury:death, stress:disorder, isolation:depression, 
loneliness:pressure 

 
4. Results and Discussion 
4.1 Exploring Sentiment Scores in Subject, Object, and Combined ‘Cause’ Phrases 

Figure 1  through Figure 4 present the graphical outputs from a sentiment analysis 
performed on phrases incorporating the verb “cause”, with a particular focus on the 
sentiment associated with the subjects and objects and the combined sentiment of the 
concatenated subject, verb, and object phrases. Utilizing the VADER sentiment analysis 
framework, sentiment scores were computed, where positive scores indicate a positive 
sentiment, negative scores denote a negative sentiment, and scores proximal to zero 
suggest a neutral sentiment. The following interpretations can be drawn from each 
respective figure: 

Figure 1 (Sentiment Score Distribution): This histogram delineates the frequency 
distribution of sentiment scores attributed to subjects, objects, and combined phrases. 
The data predominantly clusters around the zero score, signifying a general trend of 
neutrality across all three assessed categories. Nonetheless, a significant incidence of 
negative sentiment scores is observed, predominantly associated with subjects and 
objects. 

Figure 2 (Density Plot of Sentiment Scores): This plot furnishes a continuous, 
smoothed probability density function of sentiment scores. A pronounced peak proximate 
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to zero for the combined sentiment underscores a prevalent neutral sentiment within 
the dataset. While sentiments of subjects and objects similarly trend towards neutrality, 
the broader spread suggests a greater variance in sentiment scores. 

Figure 3 (Violin Plot of Sentiment Scores): Integrating elements of a box plot and 
kernel density estimation, the violin plot visually articulates the data density, with 
broader sections denoting a higher concentration of data points. Notably, the distribution 
of subject sentiment spans into the negative domain, object sentiment remains 
comparatively more neutral, and the combined sentiment predominantly centralizes 
around neutrality, albeit with some notable outliers. 

Figure 4 (Cumulative Distribution Functions (CDF) of Sentiment Scores): This graph 
displays the cumulative distribution of sentiment scores, highlighting the proportion of 
data points below a given sentiment score. For instance, approximately 60% of subject 
sentiments register scores below zero, and the combined sentiments of phrases 
overwhelmingly align with neutrality. The gradations within the CDF reveal the 
aggregation points of the data. 

In summary, the aggregate sentiment scores exhibit a pronounced neutral tendency, 
particularly within the combined phrases. This observation may imply that the 
amalgamation of subjects and objects with the verb “cause” typically yields a neutral 
sentiment in the composite phrase. The distribution skewed towards more negative 
sentiment scores for subjects and objects individually suggests that these sentence 
elements, when isolated, have a more substantial impact on the negative sentiment of 
the discourse. 
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Figure 1 Sentiment Score Distribution 

 

 
Figure 2 Density Plot of Sentiment Scores 
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Figure 3 Violin Plot of Sentiment Scores 

 

 
Figure 4 Cumulative Distribution Functions (CDF) of Sentiment Scores 
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4.2 Evaluating sentiment associations through logarithmic statistical methods 
The Log Odds Ratio (LOR) is a statistical measure used to quantify the relationship 

between two binary outcomes, often used in the context of natural language processing 
to understand the strength and direction of association between textual features and 
outcomes. In the sentiment analysis of our corpus, the LOR is employed to determine the 
relative likelihood of sentiment expressions given the presence of certain words or 
structures in a sentence. By converting the odds ratio to a logarithmic scale, the measure 
normalizes the vast range of values into a more interpretable scale, where values close 
to zero suggest a neutral association, positive values indicate a positive sentiment 
correlation, and negative values point to a negative sentiment association. The 
logarithmic transformation also allows for symmetry around zero, facilitating a more 
nuanced comparison between positive and negative associations. In Figure 5, the 
quartile-based sentiment dispersion as determined by the LOR is visually articulated, 
providing a granular view of how the sentiment polarity is distributed in relation to the 
lexical and syntactic features present in sentences with the verb “cause”. 

The Log-Likelihood Ratio (LLR), on the other hand, is a measure derived from the 
likelihood function, which evaluates how well a set of observed values fits with a 
particular model. In the domain of text analysis, LLR is utilized to compare the goodness 
of fit of two competing models, typically one that includes a particular feature or set of 
features (e.g., a specific word or phrase) and one that does not. The LLR thus serves as 
a robust statistical tool to gauge the significance of the presence of particular linguistic 
constructs on the sentiment conveyed by a sentence. A higher LLR value suggests that 
the presence of the feature provides a significantly better fit for the observed sentiment 
distribution. Conversely, a lower LLR indicates a less substantial impact of the feature 
on sentiment. Figure 6 ’s quartile-based presentation of sentiment distribution, classified 
by LLR, offers an empirical perspective on the influence that certain linguistic elements 
within the “subject-verb-object” structure have on the emotional tone of sentences 
employing the verb “cause” 

Together, these measures offer complementary perspectives on the sentiment 
dynamics within the dataset. The LOR provides a direct measure of association strength 
between features and sentiment, while the LLR assesses the impact of these features by 
comparing model fits. When these metrics are visualized as quartile distributions within 
the histograms, they provide a layered understanding of how different linguistic 
elements contribute to sentiment polarity, which is essential for nuanced sentiment 
analysis. However, it is critical to acknowledge that while these histograms and KDE 
plots offer a distributional snapshot of sentiment across the corpus, they do not reveal 
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the frequency or the specific nature of the subject-object interactions that generate these 
sentiments. Thus, a comprehensive analysis would benefit from additional data that 
contextualize these interactions within the broader corpus. 

Figure 5 and Figure 6 present histograms supplemented with kernel density 
estimation (KDE) overlays, which delineate the sentiment distribution across sentences 
constructed with the “subject-verb-object” syntactic pattern, specifically utilizing the 
verb “cause”. This data set has undergone a sentiment analysis employing the Valence 
Aware Dictionary and sEntiment Reasoner (VADER), subsequently categorizing the 
outcomes into quartiles predicated on two distinct statistical measures: the Log Odds 
Ratio (LOR) and the Log-Likelihood Ratio (LLR). 

Figure 5 delineates the quartile-based sentiment dispersion according to the LOR, 
whereas Figure 6  corresponds to the LLR. Each figure is partitioned into four subfigures, 
with each segment representing a respective quartile of the metric in question. These 
subfigures illustrate the frequency distribution of sentiment scores, spanning a spectrum 
from negative to positive. These scores are composite indices calculated by VADER, 
reflecting a normalized and weighted aggregation of sentiment intensities. 

 
The quartile distributions can be interpreted as follows: 
 

● First Quartile (Q1): Encompassing sentences that register the minimum values 
within the LOR or LLR metrics, this quartile's histograms predominantly feature 
sentiment scores that hover around the neutral to marginally negative range. 
This pattern intimates that sentences with the least LOR or LLR values are 
inclined towards neutral or slightly negative sentiment expressions. 

● Second Quartile (Q2): Exhibiting a sentiment distribution with a subtle bias 
towards positivity, the second quartile nonetheless encapsulates a heterogeneity 
of sentiments. This distribution suggests that sentences falling within the 
median LOR or LLR values manifest a diverse sentiment profile, typically 
leaning more towards neutrality or marginal positivity in comparison with the 
first quartile. 

● Third Quartile (Q3): The histograms for this quartile reveal an evident 
progression towards more positive sentiment scores, especially pronounced 
within the LLR demarcation. This trend signifies that higher LOR or LLR values 
correlate with an escalation in positive sentiment within the sentences. 

● Fourth Quartile (Q4): Constituting sentences that attain the apex values for LOR 
or LLR, the histograms here showcase a robust positive sentiment, most notably 
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within the LOR bracket. This observation suggests a strong positive sentiment 
association with sentences that exhibit the highest LOR or LLR scores. 

 
A salient contrast between the two histogram series is observed in the skewness and 

breadth of the sentiment distributions, which may imply that the LOR and LLR capture 
disparate facets of the dynamics between the subject and object entities in sentences 
deploying the verb “cause”. 

It is pertinent to underscore that while the histograms and KDE visualizations 
elucidate the sentiment score distributions, they do not impart details regarding the 
actual frequency of sentence occurrence or the specific subject-object pairings that 
underpin these distributions. The analytical insight would be substantially enriched 
through the integration of additional contextual data pertaining to the subject-object 
pairings and their respective prevalence within the data set. 
 
 

 

Figure 5 Sentiment Distribution by LOR Quartile 
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Figure 6 Sentiment Distribution by LLR Quartile 

 
4.3 Evaluating sentiment disposition in ‘cause’-related syntactic structures 

The graphical representations in Figure 7, Figure 8, and Figure 9 emerge from a 
nuanced sentiment analysis centered around the syntactic constructions involving the 
verb “cause” within a diverse textual dataset. This analysis, facilitated by the VADER 
sentiment analysis tool, methodically classifies the relational dynamics between subjects 
and objects into discrete sentiment groupings. Each group reflects the combined 
sentiment scores of the subject and object lemmas, providing insight into the emotional 
landscape surrounding expressions of causation. In these classifications, “Neutral-
Neutral” denotes instances where both the subject and object maintain a neutral 
sentiment, suggesting an absence of emotional colorings in the depiction of causative 
statements. The “Neutral-Positive” and “Neutral-Negative” categories, on the other hand, 
represent instances where the subject maintains neutrality, yet the object elicits a 
positive or negative sentiment, respectively, or vice versa. This nuance is crucial as it 
uncovers the subtleties of how causation is emotionally framed, with the potential to be 
skewed positively or negatively while still retaining an element of neutrality in one 
component of the relationship. 

Figure 7 presents a proportional breakdown of sentiment groups, highlighting the 
predominance of the “Neutral-Neutral” category. This prevalence indicates a tendency 
toward neutral language in discussions of causality, potentially signifying an objective 
or detached stance. Conversely, the less frequent “Neutral-Negative” and “Negative-
Neutral” groups, where either the subject or object is negatively characterized while the 
other remains neutral, underscore a less common but noteworthy presence of negative 
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sentiment in causal discourse. 
In Figure 8 , sentiment group distributions are segmented into quartiles according to 

the LOR, a statistical measure that likely reflects the frequency of each sentiment group 
relative to a standard baseline. The quartile analysis reveals a notable decrease in 
"Neutral-Neutral" instances and an increase in “Neutral-Positive” and “Neutral-
Negative” sentiments in higher quartiles, suggesting a link between more extreme 
sentiment expressions and higher LOR values. 

Figure 9 follows a similar LLR (Log-Likelihood Ratio) pattern, reinforcing the 
distribution trends observed with LOR. The “Neutral-Neutral” group is most prevalent 
in the lower quartile, while the “Neutral-Positive” and “Neutral-Negative” groups gain 
prominence in the upper quartiles, highlighting the LLR’s capacity to capture the 
intensity of sentiment associations. 

Synthesizing the results from these analyzes, it becomes evident that the use of the 
verb “cause” often corresponds with a neutral sentiment for both subjects and objects, 
indicating a prevailing trend of objectivity in causal expressions. Nonetheless, the 
analysis also identifies moments where sentiments diverge from neutrality, particularly 
when the LOR and LLR suggest stronger sentiment associations. The data visualizations 
presented in these figures offer a rich substrate for scholarly exploration into the 
intricate sentiment dynamics at play in the linguistic portrayal of causation, fostering a 
deeper understanding of the emotional framing in causative narratives. 
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Figure 7 Bar Graph of Sentiment Group Proportions 

 

 
Figure 8 Group Distribution across Quartiles of LOR 
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Figure 9 Group Distribution across Quartiles of LLR 

 
4.4 General Discussion 

As confirmed in Section 2, causal analysis has historically been approached from a 
philosophical standpoint, emphasizing conceptual scrutiny. Recent years, however, have 
witnessed a burgeoning interest within corpus studies, where the verb “cause” has been 
noted for its pronounced, yet unexplained, propensity to co-occur with emotionally 
negative complements such as “damage” and “problem” (Stubbs 1995; Stefanowitsch & 
Gries 2003; Xiao & McEnery 2006; Childers 2016; Hauser & Schwarz 2018). Glass (2023) 
advanced this inquiry by integrating sentiment analysis and psychological 
experimentation in a systematic study of causation. Despite its merits, Glass (2023) was 
critiqued for relying solely on raw frequency counts—a known limitation when assessing 
associations. Addressing this, our research revisited the sentiment analysis, adopting a 
co-varying collexeme analysis followed by further sentiment analysis application. Should 
Glass's (2023) observations hold—namely, that the verb “cause” predominantly 
associates with negatively connoted objects—three predictions emerge: 

 
1. Sentiment scores for subjects, objects, and entire sentences employing the verb 

“cause” should predominantly skew negative. 
2. Across all quartiles of Log Likelihood Ratio (LLR) or Log Odds Ratio (LOR), the 
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overall sentiment score of sentences should trend negative. 
3. In every quartile of LLR or LOR, object sentiment scores should demonstrate a 

negative bias. 
 
Our findings suggest the following: 
 

1. A prevalent neutrality was observed, although object sentiment scores tended to 
distribute slightly towards the negative. This may indicate that Glass (2023) 
overestimated the negative skew of object sentiment scores. 

2. The tendency towards neutrality persisted across all quartiles, hinting at a 
potential overestimation of negative sentiment in prior research. This calls for a 
deeper exploration of causative relationships. 

3. “Neutral-Neutral” was the most common sentiment pairing, followed by 
“Neutral-Negative” for objects, although the latter was not significantly more 
prevalent. This suggests an overemphasis on negative outcomes in previous 
studies, and a reassessment of sentences employing the verb “cause” may be 
warranted. The predominance of “Neutral-Neutral” could be attributed to our 
corpus’s basis in TED speeches, suggesting that the register may influence 
sentiment expression, though the idea that speeches inherently avoid negative 
topics warrants further examination. 

 
Glass (2023)’s significant contribution lies in verifying general corpus study findings 

through sentiment analysis and integrating them with psychological experiment 
outcomes. Yet, our study reveals that sentences containing the verb “cause” are not 
inherently negative, a finding consistent across all quantiles. A key takeaway is the 
overall neutrality in sentiment scores, suggesting that causative statements do not 
predominantly discuss negative outcomes, despite a tendency for the objects (effects) to 
lean negative. This observation calls for caution in sentiment analysis of causation, 
highlighting the potential bias towards the sentiment value of the verb “cause” objects. 

The frequent neutrality in sentences with the verb “cause” implies that detailed 
sentiment consideration may not be as crucial as previously thought. This discovery 
aligns with the utility of our data as foundational for analyzing various verb usages and 
meanings, as in Sugawara & Kambara (2023). 

 
5. Conclusion 

In conclusion, this study has revisited the semantic prosody of the verb “cause” 
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through a comprehensive sentiment analysis, integrating insights from corpus-based 
methods, sentiment analysis, and the philosophical underpinnings of causation. Our 
investigation, anchored in the meticulous application of co-varying collexeme and 
sentiment analysis, has illuminated the nuanced landscape of constructions with the 
verb “cause” within linguistic corpora. Contrary to the prevailing assumption of an 
inherent negative sentiment associated with causative statements, our findings suggest 
a predominance of neutrality in the sentiment scores of subjects, objects, and the 
combined phrases of sentences employing the verb “cause”. 

Significantly, the data reveals that while negative sentiments are present, particularly 
in the objects of constructions with the verb “cause”, a substantial portion of causative 
expressions maintain a neutral sentiment, challenging the notion posited by Glass (2023) 
and others regarding the overwhelmingly negative semantic prosody of causation. This 
neutrality suggests a more complex interplay of sentiments in causative expressions 
than previously recognized, underscoring the importance of nuanced analysis in 
understanding the emotional valence of linguistic constructions. 

Furthermore, the general discussion highlighted the importance of revisiting the 
semantic prosody of “cause” with a refined methodological approach. By employing both 
co-varying collexeme analysis and sentiment analysis, we have provided a more nuanced 
understanding of the verb “cause” and its sentiment associations. Our analysis suggests 
that the verb “cause” does not inherently skew towards negative outcomes, as indicated 
by the balanced sentiment distribution across the corpus. This finding calls into question 
previous assertions of a predominantly negative semantic prosody associated with 
causative expressions and highlights the variability of sentiment in real-world linguistic 
usage. 

Moreover, the integration of sentiment analysis with psychological experimentation, 
as proposed by Glass (2023), represents a valuable interdisciplinary approach. However, 
our findings indicate a need for caution in interpreting the sentiment implications of 
causative expressions, as the overall neutrality observed suggests a more complex 
sentiment landscape than previously assumed. 

In light of these findings, future research should further explore the intricate dynamics 
of sentiment in constructions with the verb “cause”, considering the role of context, genre, 
and register in shaping semantic prosody. Additionally, the implications of our study for 
the fields of linguistics, philosophy, and data science are manifold, offering new 
pathways for understanding the interaction between language, cognition, and emotion. 
Ultimately, this research not only challenges existing paradigms but also sets the stage 
for a deeper exploration of the linguistic portrayal of causation, enriched by a nuanced 
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appreciation of the emotional valence inherent in causative expressions. 
This study aimed to quantitatively understand overall trends, thus, more detailed 

contextual and qualitative aspects are considered a future task. Additionally, the 
reasons behind the low numbers for Pos-Pos combinations, and the generally low scores 
on the positive side, have not been sufficiently examined, marking another area for 
future research. Furthermore, this research intended to validate the intuitions of native 
speakers, rather than to explore the associations of words that appear in each slot, which 
also remains an inadequately addressed aspect. 
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