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Object Recognition Method Using Locus of Gestures Detected by YOLOv5
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Abstract - To recognize relatively small objects in an im-

age, it is first necessary to perform object detection. In re-

cent years, research has been actively conducted to utilize

deep learning to simultaneously perform object detection and

recognition, in which real-time object recognition has been

also enabled by such as You Only Look Once (YOLO). How-

ever, they are based on deep learning, there are application

issues that training data for all targets must be prepared for

training the model. In this study, to detect target objects, I

propose a method to detect the locus indicated by gestures in

videos using YOLOv5, which uses only a single object such

as a hand, to extract the target area. In this method, to improve

the accuracy of the target area, the false object detection re-

sults are eliminated and the locus is corrected, by using the

median and moving average of consecutive video frames re-

spectively. Furthermore, it is shown that simple object recog-

nition methods such as template matching can be used by de-

tecting the size and tilt of the target based on the detected area

by this method.

Keywords: YOLOv5, Deep learning, Object detection, Ges-

ture recognition, Template matching

1 INTRODUCTION

In recent years, object recognition for videos and images

has been actively studied, and its applications are expanding

in various fields such as immigration control by face recog-

nition and automatic car driving. However, when the area of

the target (hereinafter, target area) in the image is small, it is

necessary to perform object detection firstly to specify the tar-

get area before object recognition. For example, in the case

of face recognition, face detection is performed using Haar-

like features, and then face recognition is performed on the

detected target area [1].

Using deep learning, various methods have been proposed

to efficiently perform both object detection and recognition.

For example, You Only Look Once (YOLO) detects the target

as a bounding box and simultaneously recognizes the target

[2]. Furthermore, it has been shown that even videos can be

processed in real-time [3].

However, these methods require the preparation of model

training data for each target object, which is a significant bur-

den when the types of target objects are large. On the other

hand, for still objects that can be photographed from a specific

direction, such as the cover of a book, object recognition can

be performed by a simple method such as template matching

if the target area can be identified.

In this paper, I propose a method to extract the target area

from the gesture in videos by using YOLO for object detec-

tion. The gesture is performed so that the target area is a

closed area surrounded by the locus of the gesture, and the

target area is extracted by using this locus. The important

point is that, since gestures can be performed by a certain part

of the body such as a hand, only one type of training data

is required for a variety of object detections in this method.

Also, while other object detection methods extract the target

area as a bounding box, this method can extract the target area

according to the shape of the target object. That is, for ex-

ample, when performing template matching, the method can

estimate and correct the target’s tilt or suppress the influences

of background areas.

However, since the above locus is created by continuously

detecting a specific part of the gesture in a video, it causes

some challenges. The locus contains wrong points due to

false detections (hereafter, noises); there may be a double and

missing part of the locus at the beginning and end of ges-

tures. To address these challenges, this method eliminates

these noises and corrects the locus by utilizing the median

and moving average of the locus points. And, I show that this

method can extract the target area through experiments.

Furthermore, in order to investigate the effects of size spec-

ification and tilt correction on recognition accuracy in tem-

plate matching, which is one of the simplified object recog-

nition methods, I evaluated the improvement of recognition

accuracy for books. The purpose of this evaluation was to

clarify the required accuracy in the target area extraction. The

results show that when the vicinity of the target region is ex-

tracted, with a size error of less than 10% and a tilt error of

less than 10◦, the detection is correct.

The remainder of this paper is organized as follows. Sec-

tion 2 presents related works and the aim of this study, and

Sec. 3 proposes a target area extraction method based on ges-

tures in a video. Section 4 shows the implementation and ex-

perimental results of target area extraction, and Sec. 5 evalu-

ates the accuracy of the proposed method and its effectiveness

for template matching. Section 6 discusses on the evaluation

results, and Sec. 7 concludes this paper.

2 RELATED WORKS AND AIM OF THIS
STUDY

In recent years, the effectiveness of object recognition based

on deep learning for images and videos has been widely rec-

ognized and applied to various fields. On the other hand,

when the target area in an image is relatively small, recog-

nition accuracy deteriorates. So, it is necessary to extract the

target area firstly and then perform object recognition.

So, various methods for simultaneously detecting and rec-

ognizing objects have been proposed. Faster R-CNN per-

formed both of them in a lump by collective end-to-end train-
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ing of both models [4], and YOLO executed them with a sin-

gle neural network to improve efficiency [2]. Concerning dif-

ferent scale objects, SSD made it possible to process them

collectively [5], and RetinaNet improved efficiency by intro-

ducing the Feature Pyramid Network (FPN) and improving

the loss function [6], [7]. Then, M2Det has further improved

accuracy and efficiency by introducing the new FPN and loss

function [8].

Among these methods, YOLO has been improved repeat-

edly through version upgrades, and several models are cur-

rently available as YOLOv5 [9]. YOLO estimates the bound-

ing box surrounding the target area and the probability of con-

taining the target when the center of the target area is located

in a grid cell. The grid cell is a part of the image divided by

grids. And, YOLO is known to have high detection efficiency

and accuracy. And, it has been shown that YOLO can be ap-

plicable to real-time object detection and recognition [3].

However, because the above methods use deep learning,

it is necessary to prepare training data consisting of images

and correct labels for model training. For example, YOLO

requires not only the preparation of images for training the

model but also the corresponding correct labels indicating the

location and classification of bounding boxes for each object

contained in each image. Therefore, when targeting a large

number of object types, the burden of creating these labels

increases, which is a major obstacle in practical applications.

On the other hand, trained models and training data for

YOLOv5 for various objects, such as the coco dataset, are

available on the Internet [9]–[11]. Therefore, when targeting

specific objects, YOLO can be easily used for the object de-

tection and recognition from videos in real-time.

The motivation for this study is the idea that the target area

of an arbitrary object can be extracted, by detecting the locus

of a specific object such as the tip of a hand indicated by a

gesture in a video. This locus can be detected in real-time by

YOLO, targeting only one type of object, that is, training the

model is easy. In addition, using the target area extracted in

this way, the target size and tilt can also be estimated from the

area. In other words, when recognizing still objects viewed

from a specific direction, such as back covers of books on

a shelf, it is expected that a simpler method such as template

matching can be used instead of the methods using deep learn-

ing.

Several applications have been proposed for hand gesture

recognition using deep learning, such as conversation and de-

vice control [12]–[14]. However, I could not find application

studies to extract the target area of an object. Furthermore, in

continuous object detection using gestures in videos, it is nec-

essary to eliminate noises due to object detection errors and

to correct a double or missing part near the beginning and end

of the locus.

The aim of this study is to propose a method for extract-

ing the target area with high accuracy using gesture locus and

clarify its effects and practical issues for applying it to object

recognition.

Figure 1: Right hand object detection and recognition using

YOLOv5

3 PROPOSAL OF TARGET AREA
EXTRACTION METHOD USING
GESTURE

3.1 Target Video Frame Images

I propose a method for extracting the target area by using

gestures in videos. In this method, the locus of the gesture is

detected using YOLOv5 (hereinafter, YOLO) sequentially for

each frame of the video, and extracts the area surrounded by

the locus for the target area. In order to correctly detect the

locus indicated by the gesture, we perform noise elimination

and locus correction as mentioned in Sec. 2.

Figure 1 shows an object detection and recognition (here-

after, object detection) result image of the right hand by YOLO

from a video frame. The detected target is indicated by a

bounding box, and the class of the target and the recognition

accuracy are indicated above the upper side of the box. In

this image, my right hand (“myright”) is detected with an ac-

curacy of 77% (“0.77”) in the center. On the other hand, the

lower-left bounding box is falsely detected noise, and its ac-

curacy is 26%. Therefore, in this case, the former is adopted.

3.2 Target Area Extraction Procedure

The procedure to extract the target area from such as the

image of Fig. 1 is shown as follows. Valid coordinates of the

locus are selected, and noises are eliminated using the coordi-

nates median of adjacent frames. Then, the locus is corrected

using the moving average.

3.2.1 Selection of Valid Coordinates in Locus

In this method, one of the vertices of the bounding box shown

in Fig. 1 is selected as a point constructing the locus of the

gesture. In the following, it is assumed that the coordinates

of the top-left vertex are selected. The valid bounding box is

selected in each image with the following condition: its accu-

racy is the highest in the image and greater than the threshold

namely the specified value. And, its coordinate of the top-left

vertex is adopted for the locus as the valid coordinate.

If each set of the coordinate and accuracy of the i-th frame

is indicated by cij and aij , the valid coordinates si shown in
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Figure 2: Noise reduction by median coordinate

the Eq. (1) is selected.

si =

{
cik (∃k(aik ≥ L ∧ aik = max({aij}))
∅ (∀k(aik < L))

(1)

Here, ∅ indicates that the coordinates of the frame are not

selected; L indicates the threshold; {aij} indicates the set of

aij . In the case of Fig. 1, if L = 0.4, then the upper-left

coordinate of the center bounding box is selected because its

accuracy is the highest and greater than the threshold.

3.2.2 Noise Elimination Using Median Coordinates

To eliminate noises, the median coordinates are calculated

from the valid coordinates of the previous and next frames.

Let pg(g = 1, 2, 3, · · · ) be the ordered set of coordinates with

eliminating si if si = ∅ from {si} the set of si in Eq. (1).

Figure 2 (1) shows an example where pg is a noise.

The median of pg is constructed using the interval before

and after the index g. Let Rg indicates the set of indices of this

interval, and let pRx and pRy indicate the set of x-coordinates

and y-coordinates, respectively. I define the median coordi-

nate of this interval by mg = (median(pRx),median(pRx)).
Here, median is the function to get the median value of the

coordinates. And, in the case of Fig. 2, the coordinate “mg”

with the median of each of the x-y coordinates is selected.

The noises are eliminated by using these median coordi-

nates. As shown in Eq. (2), if pg is not the closest coordinate

to mg for the interval Rg , then it is converted to a coordinate

p̃g with empty ∅; else pg is adopted for p̃g .

p̃g =

{
pg (m̃g = pg)

∅ (m̃g �= pg)
(2)

Here,

m̃g = {ph|∃h(dist(ph,mg) = min(dist(pn,mg))

∧∀n ∈ Rg)}
dist(pn,mg) indicates the distance between pn and mg . In

other words, m̃g denotes the coordinate of pn(r ∈ Rg) that is

closest to the median coordinate mg; and, if the correspond-

ing point pg is not this coordinate, then it is set to ∅. The

coordinates of the locus without noises are obtained by elim-

inating ∅ from the set of coordinates {p̃g}.

In the case of Fig. 2, the closest coordinate to the median

m̃g is pg−1, so the coordinate p̃g is set to ∅ and eliminated.

Figure 3: Target area extraction using moving average

The other coordinates of are set as p̃n = pn(r ∈ Rg). As

a result, a locus without the noise is constructed as shown in

Fig. 2 (2).

3.2.3 Target Area Extraction by Using Moving Average

To compensate for doubles or missing near the beginning and

end of the locus, a moving average of the coordinates along

the angle from the center of gravity is created. First, the x-y

coordinate of the center of gravity G is obtained as a sim-

ple average of the x-coordinate and y-coordinate of the set of

coordinates {p̃g} excluding noises (∅), respectively.

Next, as shown in Fig. 3 (1), the coordinates of each point

are transformed into a pair p̂a = (θa, ra) of angle and distance

from G. Let Ra be the interval to calculate the moving average

corresponding to p̂a and define the moving average va by Eq.

(3).

va = (θa, r̄a) (3)

Here,

r̄a = (
∑

ru)/n (u ∈ Ra)

The n is the number of coordinates contained in Ra, and it is

5 in the case of Fig. 3 (1). In other words, r̄a is the average of

the distances between G and the coordinates p̂a(a ∈ Ra).
By connecting the coordinates of this moving average set

{va} along the angle, the target area is extracted as shown in

Fig. 3 (2).

4 IMPLEMENTATION AND
EXPERIMENTS

4.1 Implementation
The experimental system was constructed to verify that the

proposed method can extract the target area. This system was

implemented on a Windows 10 PC, Python Ver. 3.8.13 as the

program, and Pytorch Ver. 1.7.1 with CUDA Ver. 11.5 to use

YOLO, OpenCV-Python Ver. 4.5.5.64 for image and video

manipulation.

YOLOv5s, a highly efficient model of YOLO, was used

and was implemented by adding the necessary functions to

the publicly available program [9]. Similarly, the publicly

available “Egohand Dataset” [11] was used for the training

data of the model. This is the data for training the model to
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Figure 4: Gesture locus and target area extraction experiment

using proposed method

detect four types of hands, the left and right hands of oneself

and the other party, and the number of data is 3,840.

Using a model trained with this data, I implemented a pro-

gram to extract the target area from a video of hand gestures.

First, the hands are detected at each frame, and the valid coor-

dinate in locus is selected using the procedure shown in Sec.

3.2.1. In this implementation, the right hand was used, and

the upper-left corner was assumed to be the tip of the hand, as

shown in Fig. 1.

Next, the procedure mentioned in Sec. 3.2.2 and 3.2.3 is

used to eliminate noises by median coordinate and extract the

target area by moving average. Five points were used to cal-

culate each median coordinate, including the target point and

its front and rear points. Since there was no point on one

side of the endpoints, their median coordinates are omitted.

For the next point, the median coordinate was calculated with

three points instead of five points. The moving average is

also calculated using 5 points, and the set of moving averages

{va} is obtained. The target area is extracted from {va} using

OpenCV’s fillConvexPoly function.

Finally, the bounding box containing the target area is ex-

tracted, setting the target area to the frame image and the out-

side to white.

4.2 Experiments
Using the implemented program, I conducted an experi-

ment to extract the locus of the tip of my hand (hereinafter,

hand) captured on video. To confirm that the program can

detect even in the case of complex backgrounds, I used the

bookshelf shown in Fig. 1. I used a SONY FDRX3000 action

camera, and shot videos at 1, 920 × 1, 080 pixels and 30 fps.

The hands were moved in a clockwise circular motion start-

ing from the lower right in the image. The accuracy threshold

L was set to 0.4.

Figure 4 shows the locus constructed by selecting the coor-

dinates with the highest accuracy for each frame. That is, this

is the original locus detected by YOLO. For the background

in Fig. 4, the image of Fig. 1 is used. In addition, in the

case of this frame image, the hand detected in the center was

adopted, so the left-top vertex of its bounding box is on the

locus. As shown in Fig. 4, since there were noises due to false

detections, the target area could not be extracted directly from

this locus.

Figure 5: Original gesture locus detected by YOLO

Figure 6: Target area extracted by proposed method

Figure 5 (1) shows the locus after selecting only the valid

coordinates and eliminating noises by using median as de-

scribed in Sec.3.2.1 and 3.2.2, respectively. Note that only

the vicinity of the locus has been extracted from the whole

image. The noises were eliminated, but the locus was dou-

bled near its beginning and end. Figure 5 (2) shows corrected

locus from the one shown in Fig. 5 (1) by using the moving

average mentioned in Sec. 3.2.3. The moving average cor-

rected the locus to the place between the doubled loci, and

a closed area could be constructed. However, near the end-

points, since the hand locus deviated from the target area, an

extra area was included as shown right-lower part.

Figure 6 shows the bounding box of the target area ex-

tracted using the locus of Fig. 5 (2). The outside of the target

area has been transformed to white.

We performed the above procedure three times in the same

environment to examine the number of frames detected at

each stage of the procedure. Figure 7 shows the results, and

Figure 7: Corrected locus by proposed method
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Figure 8: Evaluation of target area extraction accuracy

Figs. 4 to 6 correspond to “Case2”. The vertical axis indicates

the number of the detected frames, and the horizontal axis in-

dicates the stage. “Total” shows the total number of frames,

“YOLO” shows the number of detected by YOLO including

noises, and “Valid” shows the number of accuracies above

the threshold (0.4). “Median” shows the number obtained by

using medians, that is, the number of frames after eliminat-

ing noises, and the number after the moving average is also

the same. Note that since the two points at both endpoints of

the locus are excluded in the Median stage, as mentioned in

Sec.4.1, two points are also excluded for the numbers in the

other stages.

As shown in Fig. 7, there was a large difference in the pro-

portion of detections even under similar conditions. In Case3,

the proportion detected by YOLO was less than half that of

Case2; conversely, Case2 had the highest number of points

eliminated due to accuracy under the threshold at the Valid

stage. The number of points judged as noise in the Median

stage was 7 in Case1 while it was 3 in Case2. The former’s

percentage of the total (48), was 14.6%.

5 EVALUATION OF TARGET AREA
EXTRACTION AND OBJECT
RECOGNITION ACCURACY

5.1 Evaluation of target area extraction
accuracy

To evaluate the accuracy of extracting the target area when

using hand gestures, I evaluated the extraction accuracy using

a round wall clock. In this experiment, the camera was fixed

and the hand was moved while watching the monitor in order

to evaluate the accuracy of the locus indicated by hand. The

used camera was a Nikon COOLPIX A1000, and the resolu-

tion and frame rate were the same as in the experiment of Sec.

4.2.

In Fig. 8, the red line shows the locus constructed by using

the median; the green line shows the one by using the moving

average. The accuracy of the target area is low with respect to

the target clock, and in this case, it is outside. Furthermore, at

the lower-right part namely near the endpoints of the gesture,

it is quite outwardly displaced. The former was caused by us-

ing the hand for the gesture, which was too large compared to

the target object. The latter was caused by the detection of ex-

Figure 9: Objects used for template matching

Figure 10: Images for evaluations of size errors

tra hand movement near the beginning and end of the gesture,

namely the movement between the target and the external of

the image.

5.2 Evaluation of Object Recognition
Accuracy Improvement

To investigate the impact of target area extraction on object

recognition accuracy, I evaluated the recognition accuracy of

books stored on bookshelves using template matching. The

purpose of these evaluations is to clarify the accuracy required

to extract the target area by the gesture.

For template matching, the “matchTemplate” function of

OpenCV was used with the normalized squared difference

matching method. The books to be recognized are the six

books shown in Fig. 9. For these books, we evaluated the

variation in accuracy when there are errors in size and tilt be-

tween the template and the target objects in the image, and

when the range of the images was narrowed to the vicinity of

the target.

Figure 10 shows the images to evaluate the case of size

error. Figure 10 (1) shows the whole image; Fig. 10 (2) shows

the image with the narrowed area. Though the latter size is

enlarged in this figure, both images are the same size in this

experiment. The numbers (a), (b), and (c) below each object

correspond to Fig. 9. Similarly, Fig. 11 shows an image to

evaluate the case of tilt error, and note that the margins created

by the rotation are filled in with white. In addition, the images

in Figs. 10 and 11 were shot in a different environment from

that of the template image in Fig. 9.

Figure 12 shows the template matching results of all the

images in Fig. 9 against Figs. 10 (1) and (2), namely the case

of size errors. The “Whole” and “Vicinity” in Fig. 12 corre-
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Figure 11: Images for evaluations of tilt errors

Figure 12: Improvement results for size errors

spond to (1) and (2) in Fig. 10, respectively. “0%” indicates

the case where the template size is adjusted to the target of

Fig 10, while “10%” and “20%” indicate the case where the

template is enlarged to this size, respectively. As shown in

Fig. 12, the recognition accuracy degraded as the size error

increased, and in the case of the “Whole”, no image was rec-

ognized at “20%”. On the other hand, the recognition accu-

racy in the case of “Vicinity” was improved, and two images

were recognized even at “20%”.

Similarly, Fig. 13 shows the result of evaluating the tilt er-

rors, in which “Tilt error” corresponds to the magnitude of

the error between the objects in Fig. 9 and Fig. 11. “0◦” in-

dicates the case where the image is rotated so that the books

are vertical, while “5◦” and “10◦” indicate the case where the

rotation is insufficient by this angle, respectively. As shown

in Fig. 13, the recognition accuracy degraded as the tilt er-

Figure 13: Improvement results for tilt errors

Figure 14: Template matching results on size error

Figure 15: Template matching results on size error

ror increased, and in the case of the “Whole”, no image was

recognized at “10◦”. On the other hand, similar to Fig. 12,

the recognition accuracy of the “Vicinity” was improved, and

two images were recognized even at “10◦”.

In addition, in the case shown in Fig. 12, the books (d) to

(f) shown in Fig. 11 (2) are not detected; conversely, in the

case shown in Fig. 13, the books (a) to (c) shown in Fig. 10

(2) were not detected. This is because the tilt of books was

too large against the corresponding template shown in Fig. 9,

respectively.

Figures 14 and 15 show examples of the matched images

for (2) of Figs. 10 and 11, where the matched places are in-

dicated by the rectangles. As shown in (1) of Figs. 14 and

15, when the errors of scale and tilt are small, the extractions

were accurate. However, when these errors were large, the

accuracies were degraded due to the inclusion of areas other

than the target, as shown in (2) of Figs. 14 and 15.

6 DISCUSSION

In this study, I am trying to clarify the effectiveness of the

proposed target area extraction method and the issues for its

practical applications.

As shown in Fig. 4, several noises tend to be included in

the locus due to false object detections used for the gesture.

As shown in Fig. 5 (2) and Fig. 8, the proposed method

was able to extract the target area by eliminating these noises.

Therefore, I consider that the proposed method is effective for
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the purpose of target area extraction.

As mentioned in Sec. 2, object recognition accuracy can be

improved by specifying the target area in the image, namely

by object detection. In addition to this, this method can ex-

tract arbitrarily shaped target areas, so it is possible to detect

the target size and tilt by utilizing the target area. As shown

in Figs. 12 and 13, it was possible to improve the recognition

accuracy even in simple object recognition such as template

matching by using this data,

On the other hand, through experiments and evaluations,

the issues for practical use were found, too. The first issue

is object detection accuracy including the position of the ob-

ject used in the gesture. By extracting the target area using

gesture, for example, the “vicinity” shown in Figs. 14 and 15

can be applied for the template matching case. In this case,

with a size error of less than 10% and a tilt error of less than

10◦, the detection was correct. However, as shown in Fig. 8,

the gesture locus deviated from the target area. In addition, as

shown in Fig. 7, the object detection accuracy differed greatly

for even similar gestures.

The former was due to the hand being too large to spec-

ify the target area. The latter was due to the use of existing

training data. In other words, it is considered that there were

some differences in visibility between the images of existing

training data and the images of the gesture, though they are

the same objects namely hands.

To address these problems, the following measures can be

considered. First, we can use the part of the body that can

specify the target area more precisely, such as the fingertip,

for the gestures. Second, for efficiently model training, we

can use transfer learning based on the model trained with the

existing training data used in this study according to the usage

part of his/her body. In addition, for distant objects, it is con-

sidered effective to perform gestures while monitoring with a

wearable camera to suppress the difference in viewpoint be-

tween the camera and the operator.

The second issue is that, as shown in Fig. 5 (1), the extra

locus is detected. This method aims to automatically extract

the target area from the continuously shot videos. However,

I found that extra hand motions before and after the target

gesture are also detected as a part of the gesture. To address

this issue, for example, it is considered to stop the gesture at

the beginning and end of the target gesture and identify the

extra frames in videos.

The construction and evaluations of these measures are the

subjects of the next study.

7 CONCLUSION

In order to recognize a small object in an image, it is first

necessary to detect the object, and various methods for simul-

taneous object detection and recognition such as YOLO have

been proposed. However, since these methods utilize deep

learning, there is an application problem that it is necessary

to prepare the training data for each target object.

For this problem, I propose a method to detect the locus in-

dicated by hand gestures in videos using YOLOv5 and extract

the target area. Experiments have shown that this method can

eliminate noises due to false detection and improve the accu-

racy of target area detection. Furthermore, I evaluated the ef-

fectiveness of this method for template matching and showed

that the recognition accuracy can be improved by detecting

the target size and tilt in addition to the target area.

However, it was found that further improvement in the tar-

get area detection was necessary to improve this recognition

accuracy. So, future studies include improving the accuracy

of the target area to be extracted by gestures.
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