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Abstract 
The boundary layer wind tunnel was simulated numerically. The three- 

dimensional simulation method of turbulent boundary layer over rough surfaces 
using a refined k-e  turbulence model was examined and its applicability is 
shown by comparing the numerical results with experimental data. Using the 
simulating method described here, wind characteristics over rough surfaces and 
effect of incident flow on the square cylinder were examined numerically. The 
good applicability of the simulation results indicate that these preliminary 
calculations could be a powerful tool in the design of actual wind tunnel tests. 

1. I N T R O D U C T I O N  

A typical experimental arrangement in the boundary layer wind tunnel is 
shown in Figure 1. Turbulent boundary layers were produced and the incident 
flows were controlled by using a rough surface placed upwind of object structure 
models. The flow characteristics vary roughly in three phases from the inlet of 
test section AD to the outlet BC. These can be divided as flows in the upwind 
region of the rough surface, the region of the rough surface, and the region 
downwind of the rough surface. Different calculation methods are required for 
these regions to compute relevant flow informations. The working section was 
divided into three computational domains respectively as Domain I, II and III 
(Figure 1). A grid system[I] and a turbulence model were assigned for each 
domain appropriately. 

Domain I : This is the approach region to the rough surface. The geometry is a 
rectangular pipe and the numerical solution of this region is basically similar to 
that of channel flows. The treatment of wall boundary conditions is important. 
Compared to the other two domains, the flow is rather well suited for 
computation. 

Domain II : This is the region with the rough surface generating a turbulent 
boundary layer. The flow is markedly affected by the roughness. Therefore, it is 
crucial to successfully incorporate the effect of the roughness into the calculation, 
Averagings or approximations could be applied in this region, since usually 
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Figure 1. Typical experimental arrangement in the boundary  layer wind tunnel. 

detailed results such as three-dimensional structure of flows near the roughness 
elements are not needed.  In order  to simulate the flow from the floor through 

the roughness to the top of the boundary  layer, a refined k -8  turbulence model[2] 
was used, and the time-space-averaged values were calculated[3]. 

Domain  III : This is the test section where the objects of the studies such as 
models  of buildings, bridges, mountains,  etc. were set up. Detailed simulations 
are required in this domain.  Numerical  calculations of the flow around bluff 
bodies at high Reynolds numbers have been investigated by a number  of studies. 
The simulating method is chosen depending on the aim of study. Time-averaged 
turbulent  flows over  three-dimensional  rectangular  cylinders were computed  

using a k -8  turbulence model[4]. Unsteady, turbulent  flow fields around a cubic 
model  were  s imulated by means of a la rge-eddy simulation[5]. To examine 
detailed structures of eddies around a square cylinder, the unsteady flows were 
ca lcu la ted  by  a d i rec t  in tegra t ion  of the incompress ib le  Navie r -S tokes  
equations[6].  The third me thod  is free f rom error  caused by the turbulence 
model ing.  

2. M E T H O D  O F  N U M E R I C A L  C A L C U L A T I O N S  

2.1. Turbulence model  
In order  to simulate the turbulent  bounda ry  layer in the numerical  wind 

tunnel, the performance of the turbulence model is crucial. The model  should be 
able to incorporate the effect o f  the roughness,  To fulfill this requi rement  the 

refined k-E turbulence model[2] was chosen to simulate incompressible turbulent  
flows with high Reynolds numbers.  The se t  of governing equat ions unde r  the 
t ime-space-averaging on the continuity and the Navier-Stokes equations can be 
written as follows: 
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Continuity,  

3GUi _ 0 
3X i (1) 

Transport of momentum,  

~ t  ~ OGUjUi_  1 3GP 3GUiUj 
G 4 0xj ]9 0x i 0xj GFxi (2) 

Transport of turbulent kinetic energy K, 

GOK + OGUjK a (Vt OGK/+ G ( S _ ¢  +Fk ) 
at 3xj - 3xj \~k ~-x j  ] (3) 

Transport of energy dissipation rate e, 

3E 3GUjE 0 (Vt OG~ / 
G3i-+ Oxj -0Xj~(3a 0Xj ]+G~-(C1ES-C2E~+FE) (4) 

Eddy viscosity Vt 

Vt - CDK2 
(5) 

and 

S - UiUj OGUi 
G 0xj (6) 

~__3_t( oGUi 3GUj]+2_ KSij 
UiUj = -- ~ + 0Xi 1 3 (7) 

where i,j =1,2,3; xi is the streamwise direction x, x2 is the lateral direction y, x3 is 
the vertical direction z; Ui is the xi-directional component  of velocity: U1=U, 
U2=V, U3=W; P, air density; ~ij, the Kroeneker delta, =0 if i~j and =1 if i=j; P, 
pressure; t, time. All valuables are time-space-averaged quantities per unit fluid 
volume, and are nondimensionarized. G is the effective fluid volume defined as 
the fluid volume against unit volume. G is less than 1.0 within the roughness. 
The influence of the roughness  element  is in t roduced into the t ransport  
equations as terms Fxi, Fk and FE. These were approximated as 

Fx i = CfxiaxiUi I Ui I /2 (8) 

Fk = UiFxi (9) 



2830 

FE = K3/2/CpEL (10) 

where  Fxi and Cfxi are the xi-directional drag caused by roughness and the drag 

coefficient respectively. The roughness frontal area density axi is defined as the 
ratio of xi-directional surface area to the fluid volume within the roughness.  Fk 
and FE are the product ions of K and ~ due to the roughness. L is the turbulence 
length scale in the roughness. Since the dominant  turbulence scale is assumed to 
link to the scale of the roughness element, L was set to the quarter  of the average 
value of the length sur rounding  each roughness element. Hence CpE is the ratio 
of turbulence scale to L. The values of the model  constants f rom the original 
model [7] were set equal to those of the standard model and hence, 

cD = 0 . 0 9 ,  ( J k  = 1.0, qE = 1.3, C1E = 1.44, C2E = 1.92. (11) 

This model  can incorporate the effect of roughness and simulate the velocity 
profiles in the layer below the roughness  height,  which o therwise  cannot  be 
expressed such as by conventional logarithmic or power  law forms. We can also 
obtain the streamwise variations of velocity profiles[3]. There are no roughness 
elements in Domain I and III so that G is 1.0, Fxi, Fk and FE are set to zero and the 

turbulence model becomes equivalent to the standard k-¢  model. 

2.2. Domain decomposition and boundary conditions 
The staggered grid system in MAC method[8] was used for discretization. 

Appropr ia te  configurat ion of grids were chosen to satisfy the geomet ry  of 
computat ional  domains and the magni tude  of accuracy required. The inlet flow 
of Domain I was set to uniform flow: U=I.0, V=W=0.0, K=I.0X10 -5, E=6.21X10 -7. 
The calculated values at the downst ream of Domain I and II were used as the 
inlet condi t ion of Domain II and III respectively.  The normal  gradients  of 
valuables at the downstream boundary  were set to zero. At the flat wall boundary  
such as the floor and the ceiling of the wind tunnel or the walls of test models,  
the tangential velocity was assumed to obey a power  low (the exponent  is set to 

1/7) and ~=C~3/4K3/2/K'Az at the first grid points adjacent to the wall, where K" is 

the Von Karman constant(=0.4) and Az is the distance of grid points from the 
wall. The normal velocity and the normal gradient of P, K a n d  ~ were considered 
as zero at the wall. At the surface of the roughness element in Domain II, the flat 
wail boundary  condition was used proport ionally to the fraction of the adjacent 
grid surface that was occupied by the roughness. 

2.3. Evaluation of roughness parameters 
The drag coefficients Cfxi and the ratio of turbulence scale CpE depend on the 

conf igura t ion  of roughness  (hereaf ter  Cfxi and CpEare abbrevia ted  as "the 
roughness  parameters") .  These values are assumed to be cons tant  in  the 
roughness  as long as the roughness  conf igurat ion does not change.  From 
compar ison of the two-dimensional  calculations with exper imental  data, the 
values of these roughness parameters were optimized to fit the calculated results 
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Figure 2. Experimental arrangement 
and coordinate system. 

Figure 3. Configuration of 
roughness. 
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Figure 4. Comparison of two-dimensional calculation values with experimental 

data at various positions: experimental data, O,U; [],K; calculated values - -  ; Uo is 

the freestream velocity; G=0.875, Cfx=l.90, ax=2.38(1/m), Cfz=0.0, a z = 0 . 0 ( 1 / m ) ,  CpE 

=0.40. 

with the experiments for various roughness configurations. The governing 
equations were approximated by a finite difference scheme to simulate the two- 
dimensional flow. The Adams-Bashforth scheme was employed for time- 
marching. Numerical integrations were conducted according to the SMAC 
method[9]. The experimental arrangement and the coordinate system are shown 
in Figure 2. Examples of comparison for the roughness presented in Figure 3 are 
shown in Figure 4. 
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3. SIMULATION OF TURBULENT BOUNDARY LAYER 

Three-dimensional simulations were carried out using the values of the 
roughness parameters obtained from the two-dimensional calculations. The 
calculation method was slightly different from that used in the two-dimensional 
simulation in order to reduce the load of computation. The Euler scheme was 
employed for t ime-marching and the ABMAC method[10] was used for 
numerical integrations. Simulated results of Domain II with the rough surface 
presented in Figure 3 and Domain III without structure models are shown Figure 
5, 6 and 7. The development of turbulent boundary layer is shown in these 
figures. At the upwind edge of the rough surface, the upward velocity increased, 
and a large amount of turbulent kinetic energy was generated. The turbulent 
energy convected according to the development of the turbulent boundary layer. 
At the downwind edge, downward velocity increased and the streamwise 
velocity near the floor increased as it goes further downstream. Calculated values 
of U and K were compared with experimental data in Figure 8. The simulated 
values match fairly well with the experimental data. 

4. N U M E R I C A L  W I N D  T U N N E L  T E S T  

Many kinds of turbulent boundary layers can be created in the numerical wind 
tunnel using various roughness parameters and arrangements of the rough 
surface in the computational domains. Numerical experiments were tested on a 
square cylinder using various incident flows and by varying the height of 
cylinder. The cylinder 10 cm by 10 cm in cross-section was located on the center 
line in Domain III as shown in Figure 9. 

4.1. Effect of the incident flow profile 
The effect of the profile was examined using different incident flows. Three 

flows A, B and C that have the same thickness were generated numerically as 
shown in Figure 10. The vertical gradient of velocity and the turbulent kinetic 
energy increases in the order of A, B and C. The cylinder 30 cm high was tested. 

Variations of the pressure distributions on the frontal wall are shown in 
Figure 11. The pressure was presented by the pressure coefficient Cp=(p-po)/ 
(pUo2/2), where p is the pressure on the wall, po is the reference pressure and Uo 
the incident velocity at a height of cylinder as shown in Figure 9. The patterns of 
pressure distribution varied with the incident flows as shown in Figure 11. The 
high pressure region moved upward and the maximum value of pressure 
increased with the increase of the wind gradient of incident flow. 

4.2. Effect of incident flow thickness 
Three flows D, E and F with different thickness as shown in Figure t2 were 

generated using the same roughness parameters. A cylinder 50 cm high was 
tested. Variations of the pressure distributions on the frontal wail are shown in 
Figure 13. The high pressure region moved upward as the thickness increased. A 
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drop of the maximum value of the pressure was observed in the flow E. 

Here the comparisons of pressure distributions on the walls of the cylinder 

were performed only on the frontal wall because the k - e  turbulence model used 
in this s tudy cannot simulate the wake region proper ly[ l l ] .  The Reynolds-stress 
tu rbu lence  model ,  l a rge -eddy  s imula t ion  or d i rect  s imula t ion  will be 
recommendable  for detailed analyses on the flows around the cylinder. On the 

other hand, rough estimates derived from the k-8  turbulence model is useful for 
the design of actual wind tunnel tests, and the method of generating turbulent 
boundary  layers presented here is also practical to create the incident flow 
conditions. 

5. C O N C L U S I O N  

The bounda ry  layer  wind tunnel was s imulated numerically.  The three- 
d imensional  s imulat ion method  of turbulent  b o u n d a ry  layer over  a rough 

surface using a refined k -e  turbulence model was examined and its applicability 
was shown by comparing the numerical results with experimental data. 

Using the simulating method described here, the following problems were 
examined numerically: 
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(a) Wind characteristics of turbulent boundary layers over rough surfaces, 
(b) Effect of characteristics of incident flow (profiles, thickness of boundary 

layer) on the square cylinder, 
These were shown to be expressed relevantly. Such prior preliminary 

calculations obtained in numerical wind tunnels will be of great help for the 
design of actual wind tunnel tests. 

There are still many problems in reproducing the same performance as the 
actual wind tunnels by simulations. If advanced simulations using more strict 
calculation methods or reliable turbulence models can be developed, it is possible 
that these simulations can replace wind tunnel tests at least in some areas. 
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