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The driving agents considered thus far have aimed at
navigating the driver’s attention while driving, for ex-
ample, using interactions through linguistic conversa-
tions. Therefore, in this study, to investigate such a
role in automatic driving from the perspective of non-
verbal communication focusing on physicality (e.g.,
head movements and eye gaze), we constructed a driv-
ing agent called NAMIDA, along with its physical
properties, as a research platform to investigate the
role of nonverbal communication. We conducted a
cognitive experiment on attention guidance, focusing
on “gaze direction,” i.e., the movement of the eyes of
NAMIDA. As a result, we confirmed that the atten-
tion of the participants is attracted by such eye-gaze
movements of “NAMIDA,” which become a “cue” to
exploring the surroundings.

Keywords: human-robot interaction, autonomous car,
pre-cueing task, gaze direction of social robot

1. Introduction

To bring about the realization of connected cars and
autonomous driving systems, along with autonomous-
driving and driving-assist technologies, an interface that
facilitates communication between the vehicle and driver
is increasing in importance. In addition to display and
operations by meters on the instrument panel and touch
panels, display methods such as head-up displays (HUDs)
and liquid crystal displays (LCDs) have recently been put
to practical use. Moreover, studies are being carried out
on driving agents, which serve as intermediaries of com-
munication between the vehicle and driver as an exten-
sion of car navigational functions. As an extension of
question-answering functions employed in smart speak-
ers, these driving agents are designed to present road con-
ditions or assist the driver and answer queries asked by the
driver. They are also expected to be used to assist elderly
or novice drivers.

We are also carrying out research and development

Fig. 1. Dashboard-embedded driving agent NAMIDA,
which functions as an interface between autonomous driv-
ing system and driver.

of driving agents, of which there are two types: 1)
NAMIDA0, a standalone unit characterized by a multi-
party conversation interaction approach with the driver,
and 2) NAMIDA, a dashboard-embedded unit (Fig. 1),
which functions as an interface between the autonomous
driving system and the driver. The objective of this study
is to verify and evaluate the gaze guidance function of the
latter, which is expected to serve as the interface with an
autonomous driving system.

Communication between the vehicle and driver is es-
sential even when the autonomous driving system takes
over driving tasks from the driver. As symbolized by a
scene in which the driver’s hands are cautiously removed
from the steering wheel during a demonstration of an au-
tonomous driving system, it is difficult for the driver to
guess the internal state or intention of the system, or in
other words, to know what state the autonomous driving
system is in, or what it is going to do next. Furthermore,
communication between the driver and vehicle is also es-
sential for a collaborative action when the driver must re-
spond to an emergency when a level-3 autonomous driv-
ing system [a] is used.

We developed the driving agent NAMIDA to address
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these issues and it consists of three simple agents. These
agents, which are capable of operating collaboratively,
rotate their heads to point in certain directions, and can
display the state of the vehicle by blinking or changing
the colors of the LED lights. The agents are also capa-
ble of communicating information by spoken language,
and depending on the application, can provide naviga-
tional functions to assist the driver. In this paper, we fo-
cus on the gaze movements of NAMIDA used to express
its intention. We describe a gaze guidance verification
experiment conducted to verify and evaluate the capac-
ity of NAMIDA to transmit nonverbal information among
its physical movements. Specifically, we verify whether
the gaze movements of NAMIDA can induce the driver’s
gaze, and to what extent, using Posner’s spatial cueing
task.

The remainder of this paper is structured as follows.
The next section outlines the background and relevance
of this study, and Section 3 describes the concept and sys-
tem configuration of NAMIDA, the driving agent used as
the study platform. Section 4 describes the gaze guidance
experiment and discusses the results. Finally, Section 5
presents some concluding remarks and future issues to be
addressed.

2. Study Background

2.1. Driving Agent Connecting the Vehicle and
Driver

Car navigation systems have been widely used to pro-
vide route guidance and road information to drivers. In
connected cars, which maintain a constant connection
with a network or allow collaboration with other vehi-
cles, as well as provide road information, the possibility
exists to present information on stores and tourist attrac-
tions in the surrounding area. Systems are also being stud-
ied that apply a question-answering function employed in
smart speakers to respond to the driver’s queries. Further-
more, studies are also being undertaken on driving agents
that provide information through social interactions by in-
tegrating personal communication robots and advanced
navigational functions.

Representative examples include PIVO2 [b], a concept
car announced by Nissan Motor Co. in 2007; an Affec-
tive Intelligent Driving Agent [1, 2], proposed in 2009 by
a group consisting of the Massachusetts Institute of Tech-
nology Media Lab and Volkswagen of America; and the
recent KIROBO mini [c] developed by Toyota Motor Co.,
Ltd. In addition to simple navigation, these agents pro-
vide information suitable to the driver’s condition or on
the area currently being navigated, and serve as a driving
companion.

2.2. Driving Agents NAMIDA000 and NAMIDA
The interaction between the driving agent and driver is

also an interesting subject from the viewpoint of human-
robot interaction (HRI). Such interaction takes place in

the vehicle compartment, which is a relatively quiet per-
sonal space, and the user is usually the same driver. Sen-
sors, cameras, and CPUs do not necessarily have to be
housed in the driving agent and can be embedded into var-
ious locations within the vehicle.

Conventional driver-agent interactions have often been
premised on one-to-one communication, similar to the in-
teraction mode of general communication robots, which
has given rise to particular issues. For example, to main-
tain a dialogue with the agent, (a) the driver may be dis-
tracted from driving, or (b) the driver may become bur-
dened by the need to respond to the agent’s interactive
dialogue, placing a constraint on the driver’s behavior.
To address such issues, we developed the driving agent
NAMIDA0 that consists of three agents and it is charac-
terized by a multiparty conversational interaction with the
driver. The conversation can be maintained among the
three agents, which allows the driver to join the conver-
sation when desiring to do so, or to ignore the conversa-
tion as a bystander when it is necessary to concentrate on
driving. Previous studies have confirmed that this frame-
work can reduce the driver’s cognitive load and prevent
the driver from becoming distracted through an interac-
tion with the agent [3–6].

2.3. Communication Between Autonomous Driving
System and Driver

Because autonomous driving systems use information
from various sensors to autonomously control the actua-
tors such as the engine or motor, they can be considered a
type of autonomous robot. However, the internal state of
an autonomous driving system is insufficiently displayed,
and thus the driver and passengers have difficulty guess-
ing “what it is thinking at the moment or what it is at-
tempting to do,” and can thus become needlessly con-
cerned. Furthermore, with a level-3 autonomous driving
system [a], a high level of communication must take place
between the driver and vehicle to execute joint action in
the case of an emergency.

Taking into account such considerations, we have been
developing NAMIDA, a dashboard-embedded agent that
functions as a social robot in unison with the autonomous
driving system. Considering the three agents, as with
NAMIDA0, NAMIDA is designed to indicate its inten-
tion through gaze movements and the system’s internal
state using the blinking of LED lamps. For instance, if
NAMIDA’s gaze points to a red traffic light as the au-
tonomous driving system decelerates, it should make the
driver and passenger aware that “the autonomous driv-
ing system has recognized the red signal and is beginning
to decelerate.” If the system recognizes a pedestrian and
applies the brakes, NAMIDA’s gaze movements can call
the driver’s attention to the pedestrian. Furthermore, if
NAMIDA can accurately convey to the driver the lowered
reliability of the sensor functions of the autonomous driv-
ing system whenever it occurs, it may serve to draw out
the driver’s readiness [7]. To make such scenarios pos-
sible, we have been working to apply NAMIDA’s gaze

Journal of Robotics and Mechatronics Vol.33 No.1, 2021 25



Tamura, S. et al.

Fig. 2. External appearance of NAMIDA, designed based on
minimal design and characterized by three agents and their
gaze movements.

Fig. 3. Hardware configuration of NAMIDA. Three agents arranged on the base (left); housing of full-color LED ring arrays
emitting light (center); the rotational angles of the agents are controlled by brushless motors mounted at the bottom (right).

movements to indicate the safety of an autonomous driv-
ing system [8], including its reliability and acceptability,
and to evaluate and verify the effect of guidance provided
to the driver’s gaze. In this paper, we report on the latter
aspect.

3. Research Platform, NAMIDA

This section describes the design concept and system
configuration of NAMIDA. The multiparty interactive
driving agent was developed as a platform to investigate
the driver’s communication with the driving agent during
autonomous driving.

3.1. Minimal Design
The use of a minimal design is one approach for design-

ing a robot’s external appearance and interactions. This is
a design guideline based on the idea that one can draw out
the active involvement of the user by limiting the external
appearance or functions of an artifact by engaging the hu-
man act of attaching meanings that reflects situational or
contextual changes [9, 10].

In the case of interactions with a driving agent, the
driver’s interpretation of the intent behind the behavior
of an agent robot with many modalities, such as verbal
conversation, gestures, and eye gaze, will accompany a
level of complexity. The aim of our system is to display
the agent’s intention, that is, the current target of the vehi-

cle’s attention, and the vehicle’s recognition of its current
state. As the minimally required element to achieve this
end, we felt that gaze-based interactions would suffice.
Thus, this paper describes a driving agent design that fo-
cuses on gaze movements.

As shown in Fig. 2, NAMIDA is characterized by com-
munication that takes place with three agent units. Be-
cause communication is achieved by the agents, which
take turns in a multiparty interaction to assume the roles
of “speaker,” “listener,” and “bystander,” the driver’s re-
sponse load is reduced [3–6].

3.2. Hardware Configuration
The hardware configuration of NAMIDA is shown in

Fig. 3. Designed to be installed on the dashboard of a
vehicle, NAMIDA consists of three agents that simulate
heads mounted on a robot base.

The robot base houses three maxon EC45 φ42.8 mm
brushless motors to drive the agents. Their rotation is
measured using Hall sensors mounted on the motors. The
brushless motors are controlled using exclusive EPOS2
24/2 controllers. An EPOS2 is connected to the control
PC, which is set up outside the robot, and transmits sim-
plified control instructions to carry out optimum control
by referring to the motor’s state, which is monitored by
the EPOS2.

Each agent’s head houses a NeoPixel Ring-12, which is
a full-color 12-LEDs ring array manufactured by Adafruit
Industries (in the center of Fig. 3). The areas of the head
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Fig. 4. NAMIDA operating in real time to deal with road
conditions displayed by a driving simulator.

that correspond to the agent’s eyes are fitted with milk-
white, semi-transparent acrylic boards. The driver is able
to readily recognize the agent’s gaze direction by the LED
light emanated from these sections. The LEDs were con-
trolled using an Arduino Uno onboard microcontroller.
In the same manner as with the motor drivers, the ex-
ternal PC transmits instructions to control the blinking.
The agents’ eye colors and blinking periods can be con-
trolled in various ways according to the status of the driv-
ing agent.

3.3. Software Configuration
There are several modes for controlling the EPOS2 mo-

tor driver. We used profile position mode (point-to-point
(PTP) control) to compute the accurate position control
and acceleration/deceleration to achieve a trapezoidal pro-
file control. The full-color LEDs were controlled using
Arduino and a control library for AVR microcontrollers,
both provided by Adafruit. Control signals transmitted
from the PC to Arduino Uno are used to change the color
(RGB value), brightness, period, and blinking pattern.
Two blinking patterns were used, i.e., random blinking
and blinking with a specific periodic function.

3.4. Connection with Driving Simulator
NAMIDA can be used with a driving simulator (Fig. 4).

The simulated driving image is displayed on three mon-
itors installed above the vehicle’s dashboard. UC-
win/Road by Forum8 was used as the simulation soft-
ware. A data log output plugin is used to transmit the
driving conditions to NAMIDA through UDP communi-
cation during the simulation in real time.

4. Experiment Conducted to Evaluate Gaze
Guidance by NAMIDA

In this experiment, we focus on the display of inten-
tionality, as expressed by NAMIDA’s gaze movements.
Herein, we describe the experiment to verify the gaze
guidance, that is, to what extent NAMIDA’s gaze move-
ments are able to guide the driver’s gaze (line of sight), as
well as the results.

4.1. Objective
We employ Posner’s spatial cueing task [11] to examine

whether NAMIDA, with three agents, can provide gaze
guidance to the driver.

Many studies have been conducted on eye-gaze capture
by robots. As a method of drawing attention using physi-
cal expressions, Otsuki et al. [12] suggested that the gaze
of an artificial “eye” can be used to guide a person’s gaze
direction. In addition, Sato and Takeuchi [13] found that
the eye-gaze direction of a robot included in a multiparty
interaction affects the turn-taking process among the par-
ticipants. Furthermore, Stanton et al. [14] reported that a
robot’s gaze can affect human decision-making.

These studies on attention guidance have mainly dealt
with situations in which the robotic agent and human user
face each other. In a situation in which the robot and
human user are positioned side by side facing the same
direction, Kuno et al. [15] examined the percentage of
subjects whose attention was induced by the robot’s head
movements, thus suggesting the possibility of attention
guidance based on physical expressions. In the present
study, which considers attention guidance in a vehicle,
we assume a setting in which the driver and robot are po-
sitioned side by side to face the target, and examine the
effect of attention guidance by considering the user’s re-
sponse time against the robot’s cue instead of the proba-
bility of guidance.

4.2. Spatial Cueing Task
Attention plays a major role in the processing of visual

information in a human’s recognition of the environment.
Posner’s spatial cueing task [11] is a method for quantify-
ing the effect of spatial attention. Under an experimental
setting, the subject is instructed to gaze at the screen, and
press the button in front as quickly as possible when a tar-
get is displayed in one of the boxes located on the left and
right sides of the screen.

The subject is given a cue regarding the target’s posi-
tion before it is displayed. During each trial, the cue may
be correct or incorrect, may not be given, or if given, may
be meaningless as a cue. Such a trial is termed congru-
ent, incongruent, or neutral, respectively. When the cue is
indeed guiding the subject’s attention, the response time
in a congruent trial is known to be shorter than that in a
neutral trial, whereas that in an incongruent trial is known
to be longer than that in a neutral trial. We consider the
difference in response time to be the attention effect.

To examine the effect of cueing, Driver et al. con-
ducted an experiment that demonstrates the validity of
a person’s gaze used as the cue in a spatial cueing
task [16]. Whereas this involves the gaze of a person
(photographed), the present study examines whether sim-
ilar effects can be achieved by the gaze of a minimum-
designed low-anthropomorphic robot. This is important
for evaluating NAMIDA’s capacity to transmit nonverbal
information and its social characteristics.
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Fig. 5. Experiment setting.

Fig. 6. Experiment task: the subject is instructed to press the
direction key (left or right) on the keyboard as soon as the sub-
ject notices the white square (target) on the screen.

Fig. 7. Experiment conditions: congruent clue, in which all three NAMIDA agents gaze in the direction of the target that will be
displayed (left); incongruent clue, in which all agents gaze in the direction in which the target will not be displayed (center); neutral
clue, in which the agents gaze in three different directions (right).

4.3. Experiment Setting

During the present experiment, NAMIDA’s gaze shift
was used as the cue in a spatial cueing task. The objective
here is to verify whether NAMIDA’s behavior is capable
of drawing the subject’s attention.

To carry out the task, the subject sat in front of a
desk upon which a PC monitor and keyboard were placed
(Fig. 5). The monitor displayed a black background when
the experiment began. NAMIDA, which was placed be-
tween the subject and monitor, then began to display cues
based on the conditions described below, after which the
target, which was a white square, was displayed on either
the right or left side of the monitor. The subject was in-
structed to press one of the direction keys (left or right)
as soon as the subject noticed the target on the screen
(Fig. 6). A single trial consisted of the time NAMIDA dis-
played a cue to the time the subject pressed a key. Each
subject undertook a total of 400 trials, divided into two
sets of 200 trials each.

In addition to the above trials, we added catch trials,
in which no target was displayed on the screen follow-
ing NAMIDA’s cue. This was done to prevent the sub-
ject’s concentration from deteriorating. The subject was
instructed not to press the key if no target was displayed.
The catch trials made up 10% of the trials conducted. The

neutral trials also made up 10%. The remaining 80% con-
sisted of congruent and incongruent trials. The former,
which is important for verifying NAMIDA’s gaze guid-
ance, made up 80%, and the latter made up the remaining
20%. The trials are described in the following section.

4.4. Experiment Conditions (Trials)
The experiment involved two factors: the type of cue

employed in the spatial cueing task (three conditions) and
the stimulus onset asynchrony (SOA), that is, the time lag
until the target was displayed (three conditions).

4.4.1. Cue
Referencing a previous study [16], we set up three con-

ditions for the cue.

• Condition 1: congruent trial
The three NAMIDA agents all directed their gaze in
the direction of the target to be displayed (Fig. 7,
left).

• Condition 2: incongruent trial
The three NAMIDA agents all directed their gaze in
a direction where the target would not be displayed
(Fig. 7, center).

28 Journal of Robotics and Mechatronics Vol.33 No.1, 2021



Attention Guidance Through Eye Gazing of “NAMIDA”

Fig. 8. Time between ending of NAMIDA cue and target
appearance on screen (SOA) is set at 200, 400, and 800 ms.
The target is displayed at the end of the SOA, and the re-
sponse time between the target appearance and pressing of
the key by the subject is measured (response time for a single
trial).

• Condition 3: neutral trial
The three NAMIDA agents directed their gazes in
three different directions (Fig. 7, right).

4.4.2. Stimulus Onset Asynchrony (SOA)
Based on a previous study [16], the stimulus onset

asynchrony (SOA, Fig. 8), that is, the period between the
time when the NAMIDA’s cue ends and the time when the
target first appears on the screen, was set to 200, 400, and
800 ms.

4.5. Subjects
A total of 15 subjects (11 men, 4 women; average

age of 25.5; standard deviation of 8.7; age range of 20–
40 years) participated in the experiment.

4.6. Results
The response time of all subjects, that is, the time be-

tween the target’s appearance and the subject’s pressing of
the key, was calculated for the different conditions. Trials
with incorrect responses, trials in which the response time
was 100 ms or less, and trials in which no response was
given for 2500 ms or more were omitted from the analysis
as erroneous responses. The results were as follows.

When the SOA was 200 ms, the average response times
of the congruent, neutral, and incongruent trials were
420.6, 458.1, and 475.0 ms, respectively. Thus, the re-
sponse was quickest in the congruent trials, followed by
the neutral and incongruent trials. When the SOA was
400 ms, the respective response times were 425.5, 445.6,
and 461.7 ms. The response was quicker in order of con-
gruent, neutral, and incongruent trials, as before. When
the SOA was 800 ms, the respective response times were
416.0, 439.4, and 431.5 ms. Although the response of the
congruent trials was the quickest, this was followed in or-
der by the incongruent and neutral trials, unlike with the
other SOAs. To summarize, the response time of the con-
gruent trials was lower than that of either the neutral or
incongruent trials regardless of the SOA, whereas the pat-
tern of the response time was different for long and short
SOAs.

Fig. 9. Average response time [ms].

Next, we carried out an analysis of variance (ANOVA)
to examine the effects of the cues and SOAs on the re-
sponse time. The results showed that the interaction be-
tween cues and SOA was significant (F(4,5332)= 4.685,
p < 0.05). This indicates that the two factors, cue and
SOA, mutually affect each other to produce the response
time.

Because an interaction was observed, we carried out a
simple main effect analysis. Specifically, we conducted
multiple comparisons using a Bonferroni correction. The
results showed that the simple main effect of the cues was
significant for all SOAs (p < 0.05). Meanwhile, the sim-
ple main effect of the SOA was found to be significant
in the case of incongruent cues (p < 0.05). The detailed
results are shown in Fig. 9.

From Fig. 9, it can be seen that the average response
times for SOAs of 200 and 400 ms display a different
pattern from that for an SOA of 800 ms. In the for-
mer cases, the response time increases as the cue (trial)
changes from congruent to neutral to incongruent. For an
SOA of 800 ms, however, the response times of the neu-
tral trials were greater than those of the incongruent tri-
als. Thus, the response times of the congruent trials were
lower than those of the incongruent and neutral trials for
SOAs of 200 and 400 ms, respectively, but the differences
in response times between the congruent and incongru-
ent trials were smaller in the case of an SOA of 800 ms.
In other words, the response times of the congruent trials
are clearly lower than those of the incongruent and neu-
tral trials when the SOA is short (e.g., 200 and 400 ms),
whereas the incongruent cue has a weaker effect in the
case of a long SOA (e.g., 800 ms).

4.7. Discussion
The results of the experiment show that the response

times of the congruent trials are substantially lower than
those of the neutral trials for all SOAs. This indicates that
the behavior by which all three NAMIDA agents gaze in
the direction of a target that will soon appear (congru-
ent trials) has a positive effect on lowering the subject’s
response time when the target is presented. We can con-
clude that the behavior of NAMIDA in congruent trials
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attracts a person’s attention and successfully guides the
person’s gaze.

When the SOA was 800 ms, the response time of the
incongruent trials was lower than those for other SOAs.
This trend was confirmed in a previous study [16] and is
thought to occur because the drawing of attention based
on gaze is effective only when the target is displayed
quickly after the cue, and then only for an extremely short
duration. Therefore, gaze guidance has a reduced effect
when the target is not quickly displayed (e.g., when the
SOA is 800 ms), which creates extra time for the subject
to search over the entire screen, allowing the subject to
pay greater attention to the entire screen without having
to resort to the gaze guidance provided by NAMIDA, as a
result of which the display of an incorrect cue (incongru-
ent cue) has a weaker effect.

4.8. Design Guidelines for Gaze Movements of
Driving Agent

The objective of the present experiment was to con-
firm NAMIDA’s capacity to capture the driver’s attention
based on its gaze direction. The spatial cueing task is
thought to measure the promotional effect of the cue’s
display position, which is called attention capture. The
experimental results indicate that NAMIDA’s gaze direct-
ing behavior captures the subject’s gaze (visual) attention
when the SOA is 200 and 400 ms. It is interesting to note
that the gaze movements of the simple, three-agent, and
low-anthropomorphic NAMIDA are effective in guiding
the subject’s gaze, just as in a previous study that em-
ployed photographs of the human eye gaze [16]. This
is because human beings tend to impart social meaning,
even to movements of a simple robot, and personify such
meaning [17, 18].

The validity of attention capture was also confirmed
when the SOA was 800 ms, although the incongruent cue
produced a different pattern than that for the other SOAs,
as stated earlier in Section 4.7. Such findings can be im-
portant when drawing up design guidelines for gaze guid-
ance by driving agents.

The use of three agents for gaze guidance should make
it possible to display the internal state of the autonomous
driving system in more detail. For instance, when the
driving agent is able to accurately detect the direction in
which the target appears, it is desirable to point the driv-
ing agent’s gaze in the target’s direction regardless of the
length of time before the target appears. In particular, if
the system is highly reliable, the three agents should gaze
in the same direction. This raises the likelihood of captur-
ing the driver’s attention. Furthermore, the ratio of agents
displaying a certain behavior can be used to express the
reliability of the autonomous driving system. An exam-
ple is when two agents gaze in the same direction while
the third agent gazes in a different direction. Such behav-
ior can provide a cue to the driver regarding the reliability
of the system. Meanwhile, the gazes of multiple driv-
ing agents should not point in the same direction when
the system is unable to accurately predict the direction in

which the target will appear. When there is some time
(for example, about 800 ms) before the target is expected
to appear, in particular, it may be desirable to exhibit such
movements as pointing the three agents’ gazes in different
directions and entrust judgment to and incite the attention
of the driver, since dispersing the agents’ gaze is likely to
draw the driver’s attention. It is possible to draw up such
guidelines on the gaze movements of the driving agent by
incorporating the results of the present experiment. It will
still be necessary, however, to verify in detail the effect of
the number of agents on the guidance of the user’s gaze in
future studies.

4.9. Contribution and Limitations of Present
Experiment

In this paper, we described our efforts to verify and
evaluate the effects of gaze guidance as a part of the
nonverbal information transmission capacity associated
with NAMIDA’s bodily movements. Specifically, focus-
ing on NAMIDA’s display of its intention based on its
gaze movements, we described our investigation into the
effect of the driving agents’ gaze directions on the atten-
tion capture. The findings are relevant to the design of
attention capture functions, including the movements and
behavior of driving agents. They should also contribute to
the design of driving agents that assist drivers in level-0
vehicles [19–21]. The use of a simple three-agent unit to
verify the effect on human gaze guidance can be consid-
ered unique in the HRI field.

The gaze movements of NAMIDA can be expected to
be useful in the following scenarios. Consider, for in-
stance, a scenario in which the autonomous driving sys-
tem suddenly begins to slow down when the vehicle is
traveling on an empty road where no other cars exist.
Following NAMIDA’s gaze, the driver may notice that
a child is crossing the road ahead. As another scenario,
when traveling on a road in a commercial district crowded
with pedestrians, the NAMIDA agents may restlessly shift
their gazes toward the people or objects within the vicin-
ity. Thus, the driver can judge that autonomous driving
will be difficult under such circumstances and take over
the driving duties.

The results of the present experiment do not by them-
selves verify whether NAMIDA’s gaze guidance is effec-
tive when the driver is riding in a vehicle being driven by
an actual autonomous driving system; therefore, it will be
necessary in the future to conduct navigation experiments
with actual vehicles and investigate the results.

5. Conclusion

With the objective of discussing the communication
and ideal relationship between an autonomous driving ve-
hicle and driver, and focusing on the physical expression
of a driving agent, this paper describes NAMIDA, which
was developed as a driving agent with the characteris-
tics of expressing the autonomous driving system’s inten-
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tion. We verified the behavior of NAMIDA, which em-
ploys eye gaze movements, which are nonverbal interac-
tion modes that do not depend on phonetic or phonemic
information, to communicate with the driving agent dur-
ing autonomous driving.

We described an experiment in which a spatial cue-
ing task was used to verify the effect of NAMIDA’s gaze
movements on capturing the driver’s attention. Specifi-
cally, the results verified that NAMIDA’s behavior is rec-
ognized as a cue in the driver’s attention searching pro-
cess, and that the gaze movements of a simple three-unit
agent can induce guidance of the subject’s gaze. These
findings are of interest as they have bearing on the dis-
cussion of the social nature of minimally designed robots.
Based on the experimental results, we discussed the de-
sign guidelines for gaze guidance by a driving agent.

As a follow up to this study, we plan to carry out ver-
ification experiments on the effect of NAMIDA’s gaze
movements on inducing the driver’s attention in a simu-
lated driving environment, as a part of experiments tar-
geting its practical use in the real world.
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