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ABSTRACT 

Periodic breast cancer screening with mammography is considered effective in decreasing breast cancer mortality. Once 
cancer is found, the best treatment is selected based on the characteristic of cancer. In this study, we investigated a method 
to classify breast cancer lesions into four molecular subtypes to assist diagnosis and treatment planning. Because of a 
limited number of samples and imbalanced types, the lesions were classified based on the similarities of samples using a 
contrastive learning. The convolutional neural network (CNN) was trained by self-supervised method using paired views 
of the same lesions with contrastive loss. The subtype was determined by k-nearest neighbor classifier using deep features 
obtained by the trained network. The proposed model was tested using 385 cases by a 4-fold cross validation. The results 
are compared with CNN models without and with pretraining. The result indicates the potential usefulness of the proposed 
method. The computerized subtype classification may support a prompt treatment planning and proper patient care. 

 1. PURPOSE 
Mammography is considered an effective screening exam for reducing breast cancer mortality. When a lesion is found, the 
patient is sent to further diagnostic testing including ultrasonography and MRI. Radiologists make diagnosis by taking all 
the diagnostic testing results into account and assess if there are no conflicting findings. Although diagnosis of 
mammograms can be difficult, it may be advantageous to predict possible pathology in advance. 

When a cancer is found, the best treatment is selected based on the cancer characteristics, including pathologic types, 
histological grade, and intrinsic subtypes [1-3]. The use of hormonal therapy and chemotherapy can be determined by the 
intrinsic subtypes. In this study, we investigated a computerized image analysis method for classification of breast lesions 
on mammograms into four intrinsic subtypes, including luminal-A type, luminal-B type, HER2 type, and triple-
negative/basal-like type. The subtype classification can be useful in assisting radiologists for prompt treatment planning 
and prediction of prognosis. 

There are only a limited number of studies investigating the correlation between subtypes and diagnostic image findings 
on mammography, ultrasound, and MRI [4-6]. Son et al. [7] proposed a machine learning method to predict molecular 
subtypes using radiomic features on breast tomosynthesis. Based on the manual contours of lesions, various features 
including texture features were determined, and classification of luminal, HER2, and triple-negative types was performed 
using elastic-net. 

Although subtype classification on mammograms is extremely difficult, even by expert radiologists, we investigated the 
possibility of AI-based methods to predict breast lesion subtypes and use of contrastive learning to tackle with extremely 
unbalanced samples. 
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2. MATERIALS AND METHODS  
2.1 Mammography datasets 

Digital mammograms used in this study were obtained at Nagoya Medical Center, Japan. All the lesions were diagnosed 
cancer based on biopsy or surgery. Only one lesion per patient was used in this study. A total of 385 lesions, consisting of 
131 luminal-A type, 172 luminal-B type, 47 triple-negative, and 35 HER2 type, were included. Table 1 shows the major 
mammographic findings of these lesions. Note that many of the lesions have mixture of findings. No findings includes the 
lesions found by other modalities such as breast tomosynthesis and breast ultrasound. Using rough outlines of lesions 
provided by a radiologist, a rectangular region of interest was cropped. Each patch was made to a square region by zero 
padding and then resized to 300 x 300 pixels before input to the networks. 

Because of a limited number of cases, another dataset including 162 benign mass lesions and 133 malignant mass lesions 
obtained at the same institution using various digital mammography units were used for pretraining of the model. 

 
Table 1. Numbers of lesions in intrinsic subtypes and their major mammographic findings 

 Luminal-A Luminal-B Triple-negative HER2 

Mass 66 80 28 12 

Microcalcifications 15 30 4 12 

Architectural 
distortion 

15 24 4 1 

Focal asymmetric 
density 

20 18 8 8 

No findings 15 20 3 2 

Total 131 172 47 35 

 

2.2 Proposed model 

The number of samples used in this study was limited. In addition, they are highly imbalanced as shown in Table 1. 
Therefore, the convolutional neural network (CNN) was trained for similarities of lesions by contrastive learning. The 
contrastive learning was based on SimCLR [8], which is the self-supervised method using augmented samples. In this 
study, pairs of images obtained from the cranio-caudal (CC) view and mediolateral oblique (MLO) view of the same lesions 
were treated as positive pairs instead of the augmented images of the same sample. Therefore, it is in a way also a self-
supervised training. All the other pairs in a batch were considered as negative pairs as in SimCLR method. This pretraining 
was performed using 105 pairs (210 images) from the pretraining dataset. Unpaired samples (lesions only clearly depicted 
in one view) were not used. The contrastive loss in [8] was employed for the network training. 

The base network is EfficientNetB0 [9], and a full connection layer with 128 outputs and ReLU activation function is 
added after the global average pooling layer. The network was trained up to 300 epochs. The framework was Keras and 
optimizer was Adam with a learning rate of 0.0003. 

The lesion subtypes were predicted using k-nearest neighbor (kNN) classifier. The test cases were first input to the trained 
model, and output 128 deep features were employed for the kNN. The k parameters of 3, 5, and 7 without and with distance 
weight were tested. The proposed model was evaluated by 4-fold cross validation. The 385 cases were divided into four 
groups by stratified random sampling. 

For comparison, subtype classification using (1) CNN with no pretraining, (2) CNN pretrained with benign and malignant 
samples, (3) CNN pretrained with imageNet, and (4) CNN pretrained by contrastive learning (fine tuning instead of kNN 
classifier) were investigated. Figure 1 shows the schematic overview. In pretraining for benign and malignant classification, 
268 and 27 samples from the pretraining dataset were used for training and validation, respectively. 

Proc. of SPIE Vol. 12033  120331S-2
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 27 Apr 2022
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



 

 

 
Fig 1. Overview of the proposed and comparison training schemes. (1) CNN model without pretraining, (2) CNN model 

pretrained for classification of benign and malignant masses, (3) ImageNet pretrained CNN model, (4) CNN model 
pretrained by contrastive learning, and (5) proposed kNN model using deep features by contrastive learning. 

 

2.3 Evaluation 

The test data used in this study is highly unbalanced dataset. Therefore, high accuracy can be obtained by classifying all 
images to either of two luminal types. We evaluated the proposed model in terms of macro-averaged F1 score as well as 
accuracy. F1 score was determined for each class and then averaged. 

3. RESULTS  
The average F1 score was highest by the proposed method. Although accuracy and F1 score are very low because of the 
difficulty of the task, performance was slightly improved using contrastive learning and kNN compared with the other 
models. The accuracies and F1 scores for the tested models are listed in Table 2. With the proposed model, k=5 and use of 
uniform weight in kNN classifier provided the best result, although difference was very small using the distance weight. 
For the CNN models, data augmentation to balance the number of samples in 4 classes was also examined. However, it 
degraded the results in methods (1), (2) and (3). Using the model with no pretraining, all cases were classified to either 
luminal-A or luminal-B types. By the proposed method, some of the HER2 and triple-negative cases were correctly 
classified. Table 3 shows the confusion matrices for the tested methods. 
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Table 2. Accuracy and average F1 scores of the tested methods 

Method Accuracy F1 score 

(1) no pretraining  0.40 0.22 

(2) pretrained with ben/mal 0.36 0.25 

(3) ImageNet-pretrained 0.33 0.27 

(4) contrastive pretraining 0.37 0.23 

(5) contrastive training + kNN 0.39 0.30 

 

Table 3. Confusion matrices for the methods 

 
 

4. DISCUSSION  
In this study, we investigated image analysis methods to classify breast cancers on mammograms into four intrinsic 
subtypes. The classification of intrinsic subtypes on mammography is a very difficult task. In addition, our dataset includes 
cases with various findings, such as mass, microcalcifications, architectural distortion, and those originally with no specific 
findings on mammograms which lesions were found by other imaging modalities. Figure 2 shows examples of tomo-found 
lesions. Moreover, the test dataset is extremely imbalanced. 

Son et al. [7] proposed a computerized method for classification of three molecular subtypes, namely, luminal A and B, 
HER2, and triple-negative, on breast tomosynthesis. Using elastic-net and hand-crafted features, they achieved relatively 
high classification performance. However, the number of tested cases was very small (50 luminal, 12 triple-negative, and 
9 HER2 types), and the method requires the manual contours of the lesions. They used equal numbers of cases in training 
the model while remaining the unbalanced data for testing, which could be effective in achieving good performance. 

Although classification accuracy was very low, our result indicates the potential usefulness of contrastive learning 
combined with the kNN classifier to provide improved average F1 score. The self-supervised contrastive learning method 
proposed by Chen et al. [8] achieved high classification performance using small dataset that is equivalent to supervised 

Proc. of SPIE Vol. 12033  120331S-4
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 27 Apr 2022
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



 

 

training with a large dataset. We also tested the method proposed in [8] which is self-supervised learning with data 
augmentation and fine-tuning with classification head. The accuracy was higher with 0.47; however, all cases were 
classified into luminal A or B types (F1 score of 0.25). In this study, we used CC-MLO view pairs of the same lesions as 
positive samples in contrastive learning, since they are natural similar pairs. However, the number of paired samples were 
small, and they include benign pairs while test cases were all cancer cases. In the self-supervised contrastive learning, 
lesions with the same subtypes could be trained as negative (dissimilar) pairs. Supervised contrastive learning with cancer 
cases may improve the pretraining and classification result.  

We investigated the use of contrastive learning to possibly solve the imbalanced sample problem. Although F1 score was 
slightly improved, the result was insufficient. Oversampling with data augmentation was not effective in this study. The 
use of kNN classifier was somewhat effective in predicting minority types. Other methods for imbalanced data problem 
must be examined and may be combined with the proposed method. 

In this study, mammographic regions of interest were used for subtype prediction. Use of other modality images such as 
ultrasound images together with mammograms may improve classification performance. Multi-task training including 
pathologic types, histological grades, and invasiveness may be helpful in predicting intrinsic subtypes. 

Classification of breast lesions into four intrinsic subtypes was investigated for possible assistance in treatment planning. 
Classification performance must be greatly improved to support radiologists in prompt diagnosis and precision medicine. 

 

 
Fig 2. Lesions originally with no finding on mammography and found by breast tomosynthesis. Left: luminal-B type and 

Right: triple-negative type. 
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