
LITTLEWOOD-PALEY FUNCTIONS UNDER SHARP KERNEL

CONDITIONS

SHUICHI SATO

Abstract. We prove Lp-estimates for Littlewood-Paley functions under sharp
kernel conditions without assuming compactness of support by applying ex-

trapolation arguments.

1. Introduction

Let

gψ(f)(x) =

(∫ ∞

0

|ψt ∗ f(x)|2
dt

t

)1/2

be the Littlewood-Paley function on Rn, where ψ ∈ L1(Rn) and ψt(x) = t−nψ(t−1x).
We assume that

(1.1)

∫
Rn

ψ(x) dx = 0.

Let
ψ(x) = |x|−n+1Ω(x′)χ(0,1](|x|), x′ = x/|x|, for x ∈ Rn \ {0},

where Ω ∈ L1(Sn−1),
∫
Sn−1 Ω dσ = 0 with dσ denoting the Lebesgue surface mea-

sure on the unit sphere Sn−1, and χE denotes the characteristic function of a set E.
Then, gψ(f) is the Marcinkiewicz function µΩ(f) in Stein [18] (see also Hörmander
[10, pp. 135–137]). The Marcinkiewicz function was introduced by [11] in the
one dimensional case. For recent results on applications of the square functions of
Marcinkiewicz type to characterization of the Sobolev spaces we refer to [16] and
[17].

When considering gψ, we always assume (1.1). A well-known theorem for Lp

boundedness of gψ is the following result.

Theorem A (Benedek, Calderón and Panzone [3]). If there exists ϵ > 0 such that

|ψ(x)| ≤ C(1 + |x|)−n−ϵ,(1.2) ∫
Rn

|ψ(x− y)− ψ(x)| dx ≤ C|y|ϵ,(1.3)

then gψ is bounded on Lp(Rn) for all p ∈ (1,∞).

We also recall the following result of [9].

Theorem B. We assume that the function ψ satisfies the following conditions:

(1) ψχϵ ∈ L1(Rn) for some ϵ > 0, where χϵ(x) = (1 + |x|)ϵ;
(2) ψL0 ∈ Lu(Rn) for some u > 1, where L0(x) = χ(0,1](|x|);
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(3) there exist non-negative functions h on (0,∞) and Ω on Sn−1 such that
(a) |ψ(x)| ≤ h(|x|)Ω(x′), ∀x ∈ Rn \ {0},
(b) h(r) is non-increasing on (0,∞) and h(|x|) ∈ L1(Rn),
(c) Ω ∈ Lq(Sn−1) for some q ∈ (1,∞).

Then gψ is bounded on Lp(Rn) for all p ∈ (1,∞).

Theorem B implies, in particular, that in Theorem A the condition (1.3) is not
needed for the Lp boundedness of gψ; the condition (1.2) only is sufficient (see [5,
p. 148] for the L2 case).

Furthermore, we recall results of [13] (Theorem C and Theorem E). We say that
a function Ω on Sn−1 belongs to the class L(logL)α(Sn−1), α > 0, if∫

Sn−1

|Ω(θ)| (log(2 + |Ω(θ)|))α dσ(θ) <∞.

The class L(logL)α(Rn) of functions on Rn is defined similarly.

Theorem C . Let Ω ∈ L(logL)1/2(Sn−1) and Ω ≥ 0. Suppose that |ψ(x)| ≤
h(|x|)Ω(x′) for all x ∈ Rn \{0}, where h is a non-negative, non-increasing function
on (0,∞) supported in (0, 1]. We further assume that h(|x|) ∈ Lq(Rn) for some
q > 1. Then gψ is bounded on Lp(Rn) for all 1 < p <∞.

As an application of Theorem C we have the following result of Al-Salman, Al-
Qassem, Cheng and Pan [1].

Theorem D. If Ω ∈ L(logL)1/2(Sn−1), then µΩ is bounded on Lp(Rn) for all
p ∈ (1,∞).

The case p = 2 of Theorem D is due to Walsh [20]. See [6] for a generalization
to homogeneous groups including the Heisenberg groups.

Theorem E. Suppose that ψ is compactly supported and that ψ is in L(logL)1/2(Rn).
Then gψ is bounded on Lp(Rn) for all p in the range 2 ≤ p <∞.

Let ψ be compactly supported. Then it is known that if ψ ∈ L2(Rn), gψ is
bounded on Lp(Rn) for every p ∈ (1,∞) and that if ψ ∈ Lq(Rn) for some q ∈ (1, 2],
then gψ is bounded on Lp(Rn) provided that 0 < 1/p < 1/2+1/q′ (see [7] and also
[4]), where q′ denotes the conjugate exponent to q. The optimality of the result is
also shown in [7].

When n = 1, we also recall related results. Let

ψ(α)(x) = α|1− |x||α−1χ(−1,1)(x) sgn(x), α ∈ (0, 1/2).

Then gψ(α) = µα is the generalized Marcinkiewicz function. Let 1 < q < 2 and

q(1−α) < 1. Then ψ(α) ∈ Lq(R). Let 1 < p < 2. It is known that if 2/(2α+1) > p,
gψ(α) is not bounded on Lp(R) and that if 2/(2α+1) < p, gψ(α) is bounded on Lp(R),
and also that if p = 2/(2α + 1), gψ(α) is of weak type (p, p) (see [9, pp. 578–579]).
For any q ∈ (1, 2), if 1 > 1/p > 1/2 + 1/q′, we can find α ∈ (0, 1/2) such that
α > 1− 1/q and 1/p > 1/2 + α. Then gψ(α) is not bounded on Lp(R).

In this note we shall generalize Theorems C and E by removing the compactness
assumption on the support of the function ψ. Let χϵ, L0 be as in Theorem B. Our
theorems will be stated by using χϵ, L0.

We shall prove Lp estimates for gψ that are useful in extrapolation arguments
to obtain a minimum condition on ψ for Lp boundedness of gψ.
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Theorem 1.1. Suppose that ψχϵ ∈ L1(Rn) for some ϵ > 0 and that |ψ(x)| ≤
h(|x|)Ω(x′) for all x ∈ Rn \{0}, where h is a non-negative, non-increasing function
on (0,∞) and Ω is a non-negative function on Sn−1. We assume the following :

(1) H ∈ L1(Rn), where H(x) = h(|x|);
(2) there exists q > 1 such that

(a) Ω ∈ Lq(Sn−1),
(b) ψL0 ∈ Lq(Rn).

Then we have

∥gψ(f)∥p ≤ Cp,ϵ (q/(q − 1))
1/2

(∥ψL0∥q + ∥H∥1∥Ω∥q + ∥ψχϵ∥1) ∥f∥p
for all p ∈ (1,∞), where the constant Cp,ϵ is independent of q, ψ, h and Ω.

By applying Theorem 1.1 and extrapolation, we have the following.

Theorem 1.2. Let Ω ∈ L(logL)1/2(Sn−1) and Ω ≥ 0. Suppose that |ψ(x)| ≤
h(|x|)Ω(x′) for all x ∈ Rn \ {0}, where h is as in Theorem 1.1. We further assume
that HL0 ∈ Lq(Rn) for some q > 1 and that Hχϵ ∈ L1(Rn) for some ϵ > 0. Then
gψ is bounded on Lp(Rn) for all p ∈ (1,∞).

From the estimates in the proof of Theorem 1.2 with another extrapolation we
have the following.

Theorem 1.3. Suppose that Ω ∈ L(logL)1/2(Sn−1), Ω ≥ 0, and that |ψ(x)| ≤
h(|x|)Ω(x′) for all x ∈ Rn \{0}, where h is a non-negative, non-increasing function
on (0,∞) such that Hχϵ ∈ L1(Rn) for some ϵ > 0. We further assume that
HL0 ∈ L(logL)3/2(Rn). Then gψ is bounded on Lp(Rn) for all 1 < p <∞.

Let Ω ∈ L(logL)1/2(Sn−1) with
∫
Sn−1 Ω(θ) dσ(θ) = 0. Set

ψ(x) =
Ω(x′)

|x|n
(log(2 + |x|−1))−α(1 + |x|)−βb(|x|),

where α > 5/2, β > 0 and b ∈ L∞((0,∞)). Then Theorem 1.3 implies that gψ is
bounded on Lp(Rn) for all p ∈ (1,∞).

Also, by applying Theorem 1.2 and Theorem E we have the following.

Theorem 1.4. Suppose that ψL0 ∈ L(logL)1/2(Rn). Further, we assume that
|ψ(x)| ≤ h(|x|)Ω(x′) for all |x| ≥ 1, where h is a non-negative, non-increasing
function on (0,∞) and Ω is a non-negative function on Sn−1 such that H ∈
L1(Rn) ∩ L∞(Rn), Hχϵ ∈ L1(Rn) for some ϵ > 0 and Ω ∈ L(logL)1/2(Sn−1).
Then gψ is bounded on Lp(Rn) for all p ≥ 2.

It is easily seen that in Theorems 1.1, 1.2, 1.3 and 1.4, we can replace the
conditions stated by using L0 by the conditions with the function χ(0,a](|x|) in
place of L0 for any a > 0 to have analogous results.

We shall prove Theorem 1.1 in Section 2. In the proof we apply a Littlewood-
Paley decomposition adapted to a suitable lacunary sequence with the Hadamard
gap depending on q in (2) of Theorem 1.1.

The method of appropriately choosing a lacunary sequence in defining a Littlewood-
Paley decomposition was used in [2] in studying singular integrals. Also, using
method inspired by [2], [14] proved some estimates which are useful in studying
singular integrals by applying extrapolation method and which were foreseen in [2]
(see [2, p. 156]). The method has been extended to the case of square functions
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in [13], so that we can prove Theorem C and Theorem E in [13]. It is not known
whether the method of [1] also can prove these theorems. The argument of [13]
is adapted in this note for the case when the function ψ is not assumed to have
compact support.

We require some vector valued inequalities, which are based on Lemmas 2.1 and
2.2 below. The proof of Lemma 2.1 is the same as that of [13, Lemma 1], since [13,
Lemma 1] holds true without compactness assumption for the support of ψ and the
proof in [13] is also available under the conditions of Theorem 1.1.

To prove Lemma 2.2, we apply estimates in the proof of [15, Lemma 3.4]. See
also the proof of [12, Lemma 3] for relevant estimates.

Theorems 1.2 and 1.3 will be shown in Section 3 by applying extrapolation
methods (see, e.g., Zygmund [21, Chap. XII, pp. 119–120]) and using Theorem
1.1.

Theorem 1.4 will be shown in Section 4 by applying Theorem 1.2 and Theorem
E. In this note the letter C will be used to stand for non-negative constants, which
may vary in different places.

2. Proof of Theorem 1.1

We denote by Z the set of integers and by H the Hilbert space L2((0,∞), dt/t).
Let k ∈ Z and ρ ≥ 2. We consider operators mapping functions on Rn to H-valued
functions on Rn; define Tk by

(Tk(f)(x)) (t) = Tk(f)(x, t) = (ψt ∗ f)(x)χ[1,ρ)(ρ
−kt).

Then we have

|Tk(f)(x)|H =

(∫ ρk+1

ρk
|ψt ∗ f(x)|2

dt

t

)1/2

.

Lemma 2.1. If ψ is as in Theorem 1.1 with (1.1) and mψ(x) = h(|x|)Ω(x′), then
we have∥∥∥∥∥∥

( ∞∑
k=−∞

|Tk(fk)|2H

)1/2
∥∥∥∥∥∥
s

≤ Cs∥ψ∥1/21 ∥mψ∥1/21 (log ρ)1/2

∥∥∥∥∥∥
( ∞∑
k=−∞

|fk|2
)1/2

∥∥∥∥∥∥
s

for all s ∈ (1,∞) with a positive constant Cs independent of ρ, ψ, h and Ω.

Proof. The proof is the same as that for Lemma 1 of [13], since the compactness of
the support of ψ is not used there. Let Mψ(f) be a maximal function defined by

Mψ(f)(x) = sup
t>0

||ψ|t ∗ f(x)| .

Then the method of rotations implies ∥Mψ(f)∥r ≤ Cr∥mψ∥1∥f∥r for all r > 1.
Thus, arguing as in the proofs of Lemmas 1 and 2 of [9] and applying the maximal
inequality for Mψ and checking the constants, we can get Lemma 2.1. For the sake
of completeness we give the proof more specifically in what follows.

First, let 2 ≤ s < ∞, r = (s/2)′ = s/(s − 2). Choose a non-negative g ∈ Lr

satisfying ∥g∥r ≤ 1 and

I :=

∥∥∥∥∥∥
(∑

k

|Tk(fk)|2H

)1/2
∥∥∥∥∥∥
2

s

=

∫ (∑
k

|Tk(fk)|2H

)
g dx.
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We note that

|Tk(fk)(x)|2H ≤ ∥ψ∥1
∫
Rn

|pρk(y)|fk(x− y)|2 dy,

where pρk(y) =
∫ ρ
1
|ψtρk(y)| dt/t. Thus we have

I ≤ ∥ψ∥1
∑
k

∫
|fk(x)|2

(∫
Rn

pρk(y)g(x+ y)) dy

)
dx

≤ (log ρ)∥ψ∥1
∑
k

∫
|fk(x)|2Mψ̃(g)(x) dx.

where ψ̃(x) = ψ(−x). Applying Hölder’s inequality, we see that

∑
k

∫
|fk|2Mψ̃(g) dx ≤

∥∥∥∥∥∥
(∑

k

|fk|2
)1/2

∥∥∥∥∥∥
2

s

∥Mψ̃(g)∥r

≤ Cr∥mψ∥1

∥∥∥∥∥∥
(∑

k

|fk|2
)1/2

∥∥∥∥∥∥
2

s

,

where we have used the Lr-boundedness of Mψ̃. Collecting results, we reach the
conclusion.

Next, let 1 < s < 2, r = (s′/2)′ = s/(2 − s). For a function h on Rn × (0,∞),
we define an H-valued function Pk(h) by

(Pk(h)(x))(t) = Pk(h)(x, t) = h(x, t)χ[1,ρ)(ρ
−kt).

Also, let Tk act on such h by (Tk(h)(x))(t) = Tk(h)(x, t) = (Tk(h(·, t))(x))(t). Then
for a sequence {hk(x, t)} we have

(2.1)

∥∥∥∥∥∥
(∑

k

|Tk(hk)|2H

)1/2
∥∥∥∥∥∥
s′

≤ Cs∥ψ∥1/21 ∥mψ∥1/21

∥∥∥∥∥∥
(∑

k

|Pk(hk)|2H

)1/2
∥∥∥∥∥∥
s′

.

To prove this, as in the proof of the lemma for s ∈ [2,∞), take a non-negative
g ∈ Lr such that ∥g∥r ≤ 1 and

I :=

∥∥∥∥∥∥
(∑

k

|Tk(hk)|2H

)1/2
∥∥∥∥∥∥
2

s′

=

∫ (∑
k

|Tk(hk)|2H

)
g dx.

We have ∫
|Tk(hk)|2Hg dx ≤ ∥ψ∥1

∫
Mψ̃(g)|Pk(hk)|

2
H dx.

Therefore, by the Hölder inequality we see that

I ≤ ∥ψ∥1

∥∥∥∥∥∥
(∑

k

|Pk(hk)|2H

)1/2
∥∥∥∥∥∥
2

s′

∥Mψ̃(g)∥r

≤ Cr∥ψ∥1∥mψ∥1

∥∥∥∥∥∥
(∑

k

|Pk(hk)|2H

)1/2
∥∥∥∥∥∥
2

s′

.

This completes the proof of (2.1).
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Now we can prove Lemma 2.1 when 1 < s < 2. If ⟨·, ·⟩H denotes the inner
product in H, then∫

⟨Tk(fk)(x, ·), hk(x, ·)⟩H dx =

∫
⟨Pk(fk)(x, ·), T̃k(hk)(x, ·)⟩H dx,

where

T̃k(h)(x, t) = χ[1,ρ)(ρ
−kt)

∫
Rn

ψ̄t(y)h(x+ y, t) dy,

and Pk(fk)(x, t) = fk(x)χ[1,ρ)(ρ
−kt). We note that |Pk(fk)|H = (log ρ)1//2|fk|.

Thus by Hölder’s inequality and (2.1) we have∣∣∣∣∣
∫ ∑

k

⟨Tk(fk)(x, ·), hk(x, ·)⟩H dx

∣∣∣∣∣
≤ Cs(log ρ)

1/2∥ψ∥1/21 ∥mψ∥1/21

∥∥∥∥∥∥
(∑

k

|fk|2
)1/2

∥∥∥∥∥∥
s

∥∥∥∥∥∥
(∑

k

|Pk(hk)|2H

)1/2
∥∥∥∥∥∥
s′

.

Taking the supremum over {hk(x, t)} such that
∥∥∥(∑k |Pk(hk)|2H

)1/2∥∥∥
s′

≤ 1, we

have the conclusion of Lemma 2.1 for s ∈ (1, 2). �

Let

f̂(ξ) = F(f)(ξ) =

∫
Rn

f(x)e−2πi⟨x,ξ⟩ dx, ⟨x, ξ⟩ =
n∑
j=1

xjξj ,

be the Fourier transform of f .

Lemma 2.2. Let ψ, H, Ω, q, ϵ be as in Theorem 1.1. Let χϵ, L0 be as in Theorem
B. Set G(ψ,H,Ω, q, ϵ) = ∥ψL0∥2q + ∥ψ∥1∥H∥1∥Ω∥q + ∥ψχϵ∥21. Then∫ ρk+1

ρk

∣∣∣ψ̂(tξ)∣∣∣2 dt

t
≤ C(log ρ)G(ψ,H,Ω, q, ϵ)min(1, |ρk+1ξ|, |ρkξ|−1)min(2ϵ,1/(3q′)),

where the constant C is independent of k ∈ Z, ρ ≥ 2, q > 1, ϵ > 0, H, Ω and ψ.

To prove Lemma 2.2 we need the following.

Lemma 2.3. Let ψ, H, Ω, q be as in Lemma 2.2. Then∫ 2

1

|ψ̂(tξ)|2 dt
t

≤ C
(
∥ψL0∥2q + ∥ψ∥1∥H∥1∥Ω∥q

)
|ξ|−1/(3q′).

Proof. When n ≥ 2, by [15, Lemma 3.3] and the estimates of the proof of [15,
Lemma 3.4] we have∫ 2

1

|ψ̂(tξ)|2 dt
t

≤ C
(
∥ψL0∥2q + ∥ψ∥1∥HL1∥1∥Ω∥q

)
|ξ|−1/(3q′),

where L1 = 1− L0, which implies the conclusion of the lemma.
If n = 1, similarly to the arguments above by results of [15] we have∫ 2

1

|ψ̂(tξ)|2 dt
t

≤ C
(
∥ψL0∥2q + ∥ψ∥1∥Ω∥∞ (∥HL1∥1 + ∥HL1∥∞)

)
|ξ|−1/(3q′),

from which the conclusion follows, since ∥Ω∥∞ ≤ C∥Ω∥q and ∥HL1∥∞ ≤ C∥H∥1.
�



LITTLEWOOD-PALEY FUNCTIONS UNDER SHARP KERNEL CONDITIONS 7

Proof of Lemma 2.2. Since ∥ψ̂∥∞ ≤ ∥ψ∥1, we see that

(2.2)

∫ ρ

1

∣∣∣ψ̂(tρkξ)∣∣∣2 dt/t ≤ (log ρ)∥ψ∥21.

On the other hand, by Lemma 2.3 we see that∫ ρ

1

∣∣∣ψ̂(tρkξ)∣∣∣2 dt/t ≤ ∑
0≤m≤(log ρ)/ log 2

∫ 2

1

∣∣∣ψ̂(t2mρkξ)∣∣∣2 dt/t
≤

∑
0≤m≤(log ρ)/ log 2

C
(
∥ψL0∥2q + ∥ψ∥1∥H∥1∥Ω∥q

) ∣∣2mρkξ∣∣−1/(3q′)

≤ C(log ρ)
(
∥ψL0∥2q + ∥ψ∥1∥H∥1∥Ω∥q

) ∣∣ρkξ∣∣−1/(3q′)
.

(2.3)

Also, by the proof of Lemma 1 of [12], we have |ψ̂(ξ)| ≤ C|ξ|ϵ∥ψχϵ∥1. Thus∫ ρ

1

∣∣∣ψ̂(tρkξ)∣∣∣2 dt/t ≤ C∥ψχϵ∥21
∫ ρ

1

|tρkξ|2ϵ dt/t ≤ C(log ρ)∥ψχϵ∥21|ρk+1ξ|2ϵ.(2.4)

Using (2.2), (2.3), (2.4) and the inequality

min(1, |ρk+1ξ|2ϵ, |ρkξ|−1/(3q′)) ≤ min(1, |ρk+1ξ|, |ρkξ|−1)min(2ϵ,1/(3q′)),

we have the conclusion of the lemma. �

We also need to apply the ordinary Littlewood-Paley theory. Let ρ ≥ 2. As in
[13, p. 433] we take a sequence {Ψk}∞−∞ of non-negative functions in C∞(R) such
that

supp(Ψk) ⊂ [ρ−k−1, ρ−k+1];
∞∑

k=−∞

Ψk(t) = 1, ∀t > 0;

|(d/dt)jΨk(t)| ≤ Cj |t|−j , ∀j ∈ Z ∩ [1,∞),

with the constants Cj independent of ρ and k.

Lemma 2.4. Let Dj be the Fourier multiplier operator defined by

F(Dj(f))(ξ) = Ψj(|ξ|)f̂(ξ)

for j ∈ Z. Then we have the Littlewood-Paley inequality :∥∥∥∥∥∥
( ∞∑
k=−∞

|Dk(f)|2
)1/2

∥∥∥∥∥∥
p

≤ Cp∥f∥p, 1 < p <∞,

where the constant Cp is independent of ρ ≥ 2.

See also [19], [8, §2], [2, pp. 158–159], [14, pp. 225–226] for the operators Dj .
Decompose

(ψt ∗ f)(x) =
∞∑

j=−∞
Fj(x, t),

where

Fj(x, t) =
∞∑

k=−∞

Dj+k(ψt ∗ f)(x)χ[ρk,ρk+1)(t).
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If

gj(f)(x) =

(∫ ∞

0

|Fj(x, t)|2
dt

t

)1/2

=

( ∞∑
k=−∞

|Tk(Dj+k(f))(x)|2H

)1/2

,

then we have gψ(f)(x) ≤
∑∞
j=−∞ gj(f)(x).

For j ∈ Z, set Ej = {ρ−1−j ≤ |ξ| ≤ ρ1−j}. Then applying the Plancherel
theorem, we see that

∥gj(f)∥22 =
∞∑

k=−∞

∫
Rn

∫ ρk+1

ρk
|Dj+k (ψt ∗ f) (x)|2

dt

t
dx

≤
∞∑

k=−∞

C

∫
Ej+k

(∫ ρk+1

ρk

∣∣∣ψ̂(tξ)∣∣∣2 dt

t

) ∣∣∣f̂(ξ)∣∣∣2 dξ =: I.

Using Lemma 2.2, we have

I ≤
∞∑

k=−∞

C(log ρ)G(ψ,H,Ω, q, ϵ)

×
∫
Ej+k

min(1, |ρk+1ξ|, |ρkξ|−1)min(2ϵ,1/(3q′))
∣∣∣f̂(ξ)∣∣∣2 dξ

≤ C(log ρ)G(ψ,H,Ω, q, ϵ)min(1, ρ−|j|+2)min(2ϵ,1/(3q′))
∞∑

k=−∞

∫
Ej+k

∣∣∣f̂(ξ)∣∣∣2 dξ
≤ C(log ρ)G(ψ,H,Ω, q, ϵ)min(1, ρ−|j|+2)min(2ϵ,1/(3q′))∥f∥22,

where the last inequality holds since
∑
j χEj ≤ C with a constant C independent

of ρ. Thus it follows that

(2.5) ∥gj(f)∥2 ≤ C(log ρ)1/2G(ψ,H,Ω, q, ϵ)1/2 min(1, ρ−|j|+2)min(ϵ,1/(6q′))∥f∥2.

By Lemmas 2.1 and 2.4 we have

∥gj(f)∥s =

∥∥∥∥∥∥
( ∞∑
k=−∞

|Tk(Dj+k(f))|2H

)1/2
∥∥∥∥∥∥
s

≤ C∥ψ∥1/21 ∥mψ∥1/21 (log ρ)1/2

∥∥∥∥∥∥
( ∞∑
k=−∞

|Dj+k(f)|2
)1/2

∥∥∥∥∥∥
s

≤ C∥ψ∥1/21 ∥mψ∥1/21 (log ρ)1/2∥f∥s

(2.6)

for s ∈ (1,∞). Interpolating between (2.5) and (2.6), and writingG = G(ψ,H,Ω, q, ϵ),
we get

∥gj(f)∥p

≤ C(log ρ)1/2
(
G1/2 min(1, ρ−|j|+2)min(ϵ,1/(6q′))

)η (
∥ψ∥1/21 ∥mψ∥1/21

)1−η
∥f∥p

≤ C(log ρ)1/2Gη/2∥ψ∥(1−η)/21 ∥mψ∥(1−η)/21 min(1, ρ−|j|+2)ηmin(ϵ,1/(6q′))∥f∥p
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for some η ∈ (0, 1] depending on p, where 1 < p <∞. Thus

∥gψ(f)∥p ≤
∞∑

j=−∞
∥gj(f)∥p

≤ C

 ∞∑
j=−∞

min(1, ρ−|j|+2)ηmin(ϵ,1/(6q′))

 (log ρ)1/2

×Gη/2∥ψ∥(1−η)/21 ∥mψ∥(1−η)/21 ∥f∥p
≤ C(1− ρ−ηmin(ϵ,1/(6q′)))−1(log ρ)1/2

×Gη/2∥ψ∥(1−η)/21 ∥mψ∥(1−η)/21 ∥f∥p
≤ C(1− ρ−ηmin(ϵ,1/(6q′)))−1(log ρ)1/2

× (∥ψL0∥q + ∥H∥1∥Ω∥q + ∥ψχϵ∥1) ∥f∥p,

(2.7)

where the last inequality follows by

G(ψ,H,Ω, q, ϵ)η/2∥ψ∥(1−η)/21 ∥mψ∥(1−η)/21 ≤ C (∥ψL0∥q + ∥H∥1∥Ω∥q + ∥ψχϵ∥1) ,

which can be seen by applying Young’s inequality as follows.

G(ψ,H,Ω, q, ϵ)η/2∥ψ∥(1−η)/21 ∥mψ∥(1−η)/21

≤ C
(
∥ψL0∥ηq + ∥ψ∥η1 + ∥H∥η1∥Ω∥ηq + ∥ψχϵ∥η1

)
∥H∥(1−η)1 ∥Ω∥(1−η)1

≤ C (∥ψL0∥q + ∥H∥1∥Ω∥q + ∥ψχϵ∥1) .

Taking ρ = 2q
′
in (2.7), we get the conclusion of Theorem 1.1, since

(1− ρ−ηmin(ϵ,1/(6q′)))−1(log ρ)1/2 = (1− 2−ηmin(q′ϵ,1/6))−1 ((q log 2)/(q − 1))
1/2

≤ (1− 2−ηmin(ϵ,1/6))−1 ((q log 2)/(q − 1))
1/2

.

3. Proofs of Theorems 1.2 and 1.3

We may assume that 1 < q ≤ 2 in proving Theorem 1.2. Let Fk = {θ ∈ Sn−1 :
2k−1 < |Ω(θ)| ≤ 2k} for k ∈ Z ∩ [2,∞) and F1 = {θ ∈ Sn−1 : |Ω(θ)| ≤ 2}. Let
Ωk(θ) = Ω(θ)χFk

(θ) for k ≥ 1. We define Ek = {x ∈ Rn \ {0} : x′ ∈ Fk} for
k = 1, 2, 3, . . . . Let B = {x ∈ Rn : |x| ≤ 1}. We decompose ψ as ψ =

∑∞
k=1 ψ(k),

where

ψ(k) = ψχEk
− |B|−1

(∫
Ek

ψ dx

)
χB.

We can find similar decompositions in [2, pp. 156–157], [14, pp. 229–230], [13, pp.
438–439]. We note that

∫
ψ(k) dx = 0 and |ψ(k)(x)| ≤ h∗(|x|)Ω∗

k(x
′) for x ∈ Rn\{0},

where

h∗(|x|) = (h(|x|) + C∥H∥1)χ(0,1](|x|) + h(|x|)χ(1,∞)(|x|),
Ω∗
k(x

′) = Ωk(x
′) + ∥Ωk∥1.

We see that ∥Ω∗
k∥r ≤ C2ke

1/r
k for 1 < r < ∞, where ek = σ(Fk), for k ≥ 1, and

that ∥H∗L0∥q ≤ C∥HL0∥q +C∥H∥1, where H∗(x) = h∗(|x|), and that ∥H∗χϵ∥1 ≤
C∥Hχϵ∥1.
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Fix p ∈ (1,∞) and f with ∥f∥p ≤ 1. Put R(ψ) = ∥gψ(f)∥p. Using subadditivity
of R(ψ) and applying Theorem 1.1, we have

∥gψ(f)∥p = R(ψ) ≤
∑
k≥1

R(ψ(k))

≤ C(q/(q − 1))1/2
∑

k<1/(q−1)

(∥HL0∥q∥Ω∗
k∥q + ∥Hχϵ∥1∥Ω∗

k∥q)

+ C(∥HL0∥q + ∥Hχϵ∥1)
∑

k≥1/(q−1)

k1/2∥Ω∗
k∥1+1/k

≤ C(q/(q − 1))1/2(∥HL0∥q + ∥Hχϵ∥1)
∑

k<1/(q−1)

∥Ω∗
k∥q

+ C(∥HL0∥q + ∥Hχϵ∥1)
∑

k≥1/(q−1)

k1/22ke
k/(k+1)
k .

(3.1)

We note that ∥Ω∗
k∥q ≤ C(1 + ∥Ω∥1)2k/q

′
and so

(3.2)
∑

1≤k≤1/(q−1)

∥Ω∗
k∥q ≤ C(1 + ∥Ω∥1)(q − 1)−1.

Also, applying Young’s inequality, we can see that∑
k≥1

k1/22ke
k/(k+1)
k

≤ 2
∑
k≥1

(k/(k + 1))
(
k(1+1/k)/22k(1+1/k)ek

)
+ 2

∑
k≥1

2−k−1/(k + 1)

≤ C
∑
k≥1

k1/22kek + C

≤ C

∫
Sn−1

|Ω(θ)| (log(2 + |Ω(θ)|))1/2 dσ(θ) + C.

(3.3)

Using (3.2) and (3.3) in (3.1), we have

(3.4) ∥gψ(f)∥p ≤ C(∥HL0∥q + ∥Hχϵ∥1)

×
(
(q − 1)−3/2(1 + ∥Ω∥1) +

∫
Sn−1

|Ω(θ)| (log(2 + |Ω(θ)|))1/2 dσ(θ)
)
,

provided that ∥f∥p ≤ 1, where C is independent of q ∈ (1, 2]. This implies the
conclusion of Theorem 1.2.

Next, we give the proof of Theorem 1.3. We also fix p ∈ (1,∞) and f with
∥f∥p ≤ 1. Let Gm = {x ∈ Rn : 2m−1 < h(|x|) ≤ 2m} for m ∈ Z ∩ [2,∞),
G1 = {x ∈ Rn : h(|x|) ≤ 2}. Define

ψ(m) = ψχGm − |B|−1

(∫
Gm

ψ

)
χB .

Then ψ =
∑∞
m=1 ψ

(m) and
∫
ψ(m) = 0. Let hm(|x|) be the least non-increasing

radial majorant of HχGm . Then

(3.5) |ψ(m)(x)| ≤ (hm(|x|) + C∥HχGm∥1L0(x)) (Ω(x
′) + ∥Ω∥1).
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Let m0 be a positive integer such that Gm ∩ {|x| ≥ 1} = ∅ for m ≥ m0 and define

Ψ =
∑
m<m0

ψ(m) = ψχ∪m<m0Gm − |B|−1

(∫
∪m<m0Gm

ψ

)
χB .

Then
∫
Ψ = 0. LetH(τ) be the least non-increasing radial majorant ofH(x)χ[τ,∞)(|x|),

τ > 0. Then

(3.6) |Ψ(x)| ≤
(
H(a0)(x) + C∥H∥1L0(x)

)
(Ω(x′) + ∥Ω∥1)

for some a0 > 0.
We have

(3.7) ∥gψ(f)∥p ≤
∑
m≥m0

∥gψ(m)(f)∥p + ∥gΨ(f)∥p = I + II, say.

By (3.4) for gΨ with q = 2 and (3.6) we have

(3.8) II ≤ C(∥H(a0)∥∞ + ∥Hχϵ∥1)(1 + ∥Ω∗(log(2 + Ω∗))1/2∥1),
where Ω∗ = Ω + ∥Ω∥1. Let Hm(x) = hm(|x|). From (3.4) for gψ(m) and (3.5) it
follows that

I ≤ C(1 + ∥Ω∗(log(2 + Ω∗))1/2∥1)
∑
m≥m0

m3/2(∥Hm∥(1+m)/m + ∥Hmχϵ∥1)

≤ C(1 + ∥Ω∗(log(2 + Ω∗))1/2∥1)
∑
m≥m0

m3/2∥Hm∥(1+m)/m

≤ C(1 + ∥Ω∗(log(2 + Ω∗))1/2∥1)
∑
m≥m0

m3/22m| ∪ℓ≥m Gℓ|m/(m+1).

Applying Young’s inequality, we see that∑
m≥m0

m3/22m| ∪ℓ≥m Gℓ|m/(m+1)

≤ 2
∑
m≥m0

m/(m+ 1)m(1+1/m)3/22m(1+1/m)| ∪ℓ≥m Gℓ|+ 2
∑
m≥m0

2−m−1/(m+ 1)

≤ C
∑
m≥m0

m3/22m| ∪ℓ≥m Gℓ|+ 1

≤ C
∑
ℓ≥m0

|Gℓ|
ℓ∑

m=m0

m3/22m + 1

≤ C
∑
ℓ≥m0

|Gℓ|ℓ3/22ℓ + 1

≤ C∥HL0(log(2 +HL0))
3/2∥1 + 1.

Thus

(3.9) I ≤ C(1 + ∥Ω∗(log(2 + Ω∗))1/2∥1)(1 + ∥HL0(log(2 +HL0))
3/2∥1).

Using (3.8) and (3.9) in (3.7), we have

∥gψ(f)∥p
≤ C(1+∥Ω∗(log(2+Ω∗))1/2∥1)(1+∥H(a0)∥∞+∥Hχϵ∥1+∥HL0(log(2+HL0))

3/2∥1).
This completes the proof of Theorem 1.3.
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4. Proof of Theorem 1.4

We write ψ = Ψ+Φ, with

Ψ = ψL0 − |B|−1

(∫
ψL0

)
L0;

Φ = |B|−1

(∫
ψL0

)
L0 + ψL1,

where we recall that L1(x) = 1 − L0(x). Then
∫
Ψ = 0, Ψ ∈ L(logL)1/2 and Ψ is

compactly supported. Also,
∫
Φ = 0 and

|Φ(x)| ≤ |B|−1∥ψL0∥1L0(x) + h(|x|)Ω(x′)L1(x)

≤ (max(1, ∥HL1∥∞)L0(x) + h(|x|)L1(x))
(
Ω(x′) + |B|−1∥ψL0∥1

)
=: h∗(|x|)Ω∗(x′).

We observe that h∗ is non-increasing and that h∗(|x|)χϵ(x) ∈ L1(Rn), h∗(|x|)L0(x) ∈
L2(Rn). Also, Ω∗ ∈ L(logL)1/2 over Sn−1.

Furthermore, we recall the subadditivity gψ(f) ≤ gΨ(f) + gΦ(f). Therefore
we can apply Theorem E and Theorem 1.2 to gΨ and gΦ, respectively, to prove
Theorem 1.4.
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[10] L. Hörmander, Estimates for translation invariant operators in Lp spaces, Acta Math. 104

(1960), 93–140.
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