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One-dimensional harmonic chain model of vibration-mode matching
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Understanding the atomistic mechanism of interfacial thermal transport at solid-liquid interfaces is a key
challenge in thermal management at the nanoscale. A recent molecular-dynamics study demonstrated that
interfacial thermal resistance (ITR) at the interface between a solid and a surfactant solution can be minimized
by adjusting the molecular mass of the surfactant. In the present study, we explain the mechanism of this ITR
minimization in view of vibration-mode matching using a one-dimensional (1D) harmonic chain model of a
solid-liquid interface having an interfacial adsorption layer of surfactant molecules. The equation of motion for
the 1D chain is described by a classical Langevin equation and is analytically solved by the nonequilibrium
Green’s function (NEGF) method. The resultant ITR is expressed in a form of vibrational matching, and its
relationship to the overlap of the vibrational density of states is also discussed. The analysis leads to a conclusion
that the damping coefficient η in the Langevin equation should be a finite and sufficiently large value to represent
the rapid damping of vibration modes at solid-liquid interfaces. This conclusion provides a clue to seamlessly
extend the conventional NEGF-phonon transmission picture of solid-solid interfacial thermal transport, which
assumes η to be infinitesimal, to solid-liquid interfaces.
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I. INTRODUCTION

Understanding the atomistic mechanism of interfacial ther-
mal transport at solid-liquid interfaces is a key challenge
in thermal management at the nanoscale. Relevant examples
of such interfaces include the interfaces between filler par-
ticles and base liquids in nanofluids [1] and those between
heat-generating/dissipating components and thermal interface
materials (TIMs) [2]. Current understanding of solid-liquid in-
terfacial thermal transport remains qualitative, relying largely
on empirical correlations between interfacial thermal trans-
port and solid-liquid affinity or interfacial structures, which
have been found by experiments [3,4] and molecular simula-
tions [5–7].

In contrast, for interfacial thermal transport between solid
insulators, sophisticated atomistic theories have been de-
veloped based on the phonon picture [8]. In the Landauer
approach [9], the transmission function α j dictates the ratio
of transmitted energy when a phonon mode j is incident on
an interface of two materials. Interfacial thermal conductance
(ITC) is expressed as the accumulation of such phonon energy
transmission. Therefore, ITC or interfacial thermal resistance
(ITR), defined as the reciprocal of ITC, can be calculated if
α j is known for all phonon modes. The transmission function
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can be evaluated in various ways, including simple approx-
imations such as the acoustic mismatch model (AMM) and
the diffuse mismatch model (DMM) [10,11], rigorous theories
such as the nonequilibrium Green’s function (NEGF) theory
[12,13], and molecular simulations such as the phonon wave-
packet dynamics [14,15]. In addition, when one investigates
interfacial thermal transport using molecular-dynamics (MD)
simulations, it is a common practice to calculate the overlap
of the vibrational density of states (VDOS) on both sides of an
interface [16]. The VDOS overlap may be viewed as a rough
estimator of the average phonon transmission.

To explore a way to extend the phonon transmission pic-
ture to solid-liquid interfaces, the present study focuses on
surfactants. Surfactants are used to reduce solid-liquid ITR
[1,17,18], but from a theoretical viewpoint they can also be
considered a means of systematically altering the vibrational
characteristics at interfaces. Based on this idea, we recently
conducted MD simulations for model interfaces between solid
crystals and surfactant solutions where the solid atom, surfac-
tant molecule, and solvent molecule are all represented by a
single atom [19]. The MD simulations demonstrated that ITR
of the model interface can be minimized by adjusting the mass
of the surfactant molecule. The minimum ITR is likely due
to the best matching in vibration modes between the solid,
surfactant, and solvent particles. Although this vibrational
matching is likely an important clue towards the phonon trans-
mission model of solid-liquid interfacial thermal transport,
its mechanism remained to be elucidated. In particular, the
optimal surfactant mass was not the one that maximizes the
VDOS overlap between the relevant particles.

In the present study, we attempt to clarify the de-
tailed mechanism of the vibration-mode matching by further
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FIG. 1. Interface between the solid and surfactant solution in
the reference system of Ref. [19] (top), and its one-dimensional
harmonic chain (bottom) model, consisting of nh h-particles, one
a-particle, and nc c-particles.

simplifying the above-mentioned model interface of a solid
and a surfactant solution as a one-dimensional (1D) harmonic
chain. The equation of motion for the chain particles is de-
scribed by a classical Langevin equation, and it can be solved
analytically. From the analytic solution, we derive an explicit
relation between the ITR minimization and vibration-mode
matching.

We use the NEGF approach to analytically solve the
Langevin equation. The standard NEGF formulation for heat
conduction [12,13,20] basically solves the Schrödinger equa-
tion of phonons in a material in contact with heat reservoirs,
where a positive infinitesimal parameter η is introduced. This
parameter is known to represent the removal of energy from
the reservoirs [21], but the meaning of its value is somewhat
confusing. Independent of the Schrödinger formulation, Dhar
et al. have developed another NEGF formulation based on a
quantum Langevin equation [22,23]. While the two formula-
tions are mathematically equivalent, in the Langevin form η

is more clearly interpreted as the damping coefficient in the
viscous drag term. Here, we use the Langevin formulation,
but we solve the classical Langevin equation, rather than the
quantum one. This treatment enables a stringent comparison
between the NEGF analysis and MD simulations, since the
same Langevin equation can be numerically solved by MD
simulations. Because such a full classical treatment of the
NEGF theory is not well documented, we will give a detailed
theoretical formulation in Sec. II B, together with a supple-
mentary explanation in the Appendix.

II. METHOD AND THEORY

A. One-dimensional harmonic chain model
of solid-liquid interfaces

Independent of whether surfactants are added or not, a
solid-liquid interface has a liquid adsorption layer of a few
molecules thick on the solid surface, which has physical
properties different from those in the bulk liquid region. Con-
sidering this, we divide a solid-liquid interface into three
regions as illustrated in Fig. 1: the solid region, liquid ad-

sorption layer, and bulk liquid region, and these regions are
modeled by a 1D harmonic chain with nh h-particles, na

a-particles, and nc c-particles, respectively. The chain is ter-
minated by one fixed particle on each side. In the present
study, we mainly assume na = 1, although many of the NEGF
expressions will be derived for na � 1. The whole chain is
indexed in order from 0 to nh + na + nc + 1, and two ad-
jacent particles are connected by a harmonic potential. The
h-particles are in contact with a hot Langevin thermostat of
temperature Th and the damping coefficient ηh, while the c-
particles are in contact with a cold Langevin thermostat of
temperature Tc and the damping coefficient ηc, in order to
impose a heat current from the h-particles to the c-particles.
We refer to the h- and c-particles collectively as reservoir
particles. The total number of mobile particles is ntot = nh +
na + nc with indices 1 � j � ntot . The equation of motion
for the jth particle is described by the following Langevin
equation in terms of mass-scaled variables:

ü j (t ) = − Kj, j−1u j−1(t ) − Kj ju j (t ) − Kj, j+1u j+1(t )

− η j u̇ j (t ) + s j (t ), (1)

where u j (t ) = m1/2
j [x j (t ) − x̄ j] is the mass-scaled displace-

ment [24] at time t , mj is the particle mass, x j (t ) is the particle
position, x̄ j is the equilibrium position, and an overdot denotes
a time derivative. If j is the index of the fixed particles, uj is
always set to 0. The force constant matrix Kjl is defined as

Kjl =
{

−k jl/
√

mjml if l �= j,

(k j−1, j + k j, j+1)/mj if l = j,
(2)

where k jl is the spring constant of the harmonic potential
between j and l . The last two terms on the right-hand side
of Eq. (1) are considered only for reservoir particles, where η j
is the damping coefficient and s j (t ) is the random force. These
variables are assumed to obey the fluctuation-dissipation rela-
tion:

〈s j (t )sl (t
′)〉 = 2η jkBTjδ(t − t ′)δ jl , (3)

where 〈· · · 〉 is the ensemble average, kB is the Boltzmann
constant, δ(t–t ′) is the Dirac delta function, and δ jl is the
Kronecker delta. For h-particles, Tj = Th and η j = ηh while
for c-particles, Tj = Tc and η j = ηc.

In the present study, the parameters in the 1D model
were adjusted with reference to the MD system of the solid-
surfactant solution interface for the case of low affinity in
Ref. [19], and we call it the reference system hereafter. In
the reference system, ITR was calculated as a function of
the mass of surfactant molecule, msrf , while the properties
of the solid and solvent particles were fixed. For surfactant
concentration in the range 5–50 mol %, the ITR was mini-
mized at msrf/mslv = 0.2–0.3, where mslv is the mass of the
solvent molecule. Since the adsorption layer and bulk liquid
region in the reference system mostly consisted of surfac-
tant and solvent molecules, respectively, we consider that
a-particles represent the surfactant molecules and c-particles
represent the solvent molecules. The values of spring constant
and particle mass were set such that h-, a-, and c-particles
approximately reproduce the PMF frequency in the solid,
first adsorption layer, and bulk liquid region of the reference
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TABLE I. Properties relevant to the harmonic frequencies of h-, a-, and c-particles. The second column is the particle mass in the 1D chain
model. The other columns are the properties of the reference system of Ref. [19]: f PMF

XY is the PMF frequency, kPMF
XY is the corresponding spring

constant, and the fifth and sixth columns are the region and particle pair for which the PMF was calculated, respectively. The mass and f PMF
XY

of the a-particle are variable parameters.

1D chain Reference system

mass (u) f PMF
XY (THz) kPMF

XY (J/m2) region X-Y pair

h-particle 1.381 5.36 183.7 bulk solid solid atom pair
a-particle 1.2 First adsorption layer surfactant pair
c-particle 39.95 1.0 1.3 bulk liquid solvent pair

system, respectively. Here, the PMF stands for the potential of
mean force, and the PMF frequency between two particles X
and Y is defined as

f PMF
XY = 1

2π

√
kPMF

XY

MXY
, (4)

where MXY = mX mY /(mX + mY ) is the reduced mass, and
kPMF

XY is the spring constant of the PMF between X and
Y [19]. Since the PMF is regarded as an effective pair
potential between the X-Y pair under the existence of sur-
rounding particles, the PMF frequency is expected to serve
as a representative frequency in each region. In liquids, the
lifetime of this vibration may be considerably short. How-
ever, we found in Ref. [19] that the matching in the PMF
frequency leads to the maximum thermal conductance be-
tween the first and second adsorption liquid layers on a
solid surface. Thus, the PMF frequency likely qualifies as
a characteristic frequency in liquids. The values of f PMF

XY
and kPMF

XY are listed in Table I, and hereafter these quan-
tities calculated for the solid region, first adsorption layer,
and liquid region are distinguished by the subscripts “solid,”
“adlayer,” and “liquid,” respectively. The spring constant of
the PMF for the liquid region was calculated as kPMF

liquid =
1.3 J/m2. In the 1D model, the spring constant k was set
equal to this value for all interacting pairs. Therefore, the
difference in vibrational frequency was achieved by parti-
cle mass: i.e., the masses of h-, a-, and c-particles were set
to mh = mslv( f PMF

liquid/ f PMF
solid )2, ma = mslv( f PMF

liquid/ f PMF
adlayer )

2, and
mc = mslv, respectively, where mslv = 39.95 u is the mass of
the solvent particle (argon atom) in the reference system. The
relation ma = mslv( f PMF

liquid/ f PMF
adlayer )

2 can be rewritten as ma =
msrf kPMF

liquid/kPMF
adlayer. If we ignore the small difference between

kPMF
liquid and kPMF

adlayer (8% according to Table I), then ma = msrf

holds. Thus, we can reasonably consider that the 1D chain
models the reference system in which the surfactant mass is
equal to ma.

B. Nonequilibrium Green’s function method

In this subsection, we consider the solution of the Langevin
equation (1) using the NEGF method, assuming that the num-
ber of a-particles, na, is an arbitrary natural number. The
solution is carried out in the frequency domain. We define
the Fourier transforms of a variable X between the time and
frequency domain by

X (ω) = 1

2π

∫
X (t )eiωt dt and X (t ) =

∫
X (ω)e−iωt dω,

(5)

where i is the imaginary unit, t is time, and ω is angular
frequency. Fourier transforming Eq. (1) into the frequency
domain and grouping variables into matrices and vectors by
different particle types, we obtain the following matrix equa-
tion:⎛
⎜⎝

g−1
h (ω) −Kha

−K+
ha ω2Ia − Ka −K+

ca

−Kca g−1
c (ω)

⎞
⎟⎠

⎛
⎜⎝

uh(ω)

ua(ω)

uc(ω)

⎞
⎟⎠ =

⎛
⎜⎝

−sh(ω)

0

−sc(ω)

⎞
⎟⎠.

(6)
This matrix form, as well as the following derivation, is

based on Datta [21], although other matrix representations
are also possible. Let us first summarize some notations. The
variables of reservoir particles are denoted by μ, which means
either h or c. Matrices and vectors are shown in boldface, and
Ia and Iμ are the na × na and nμ × nμ unit matrices, respec-
tively. We use oh = 1, oa = nh + 1, and oc = nh + na + 1 as
the index offsets of the h-, a-, and c-particles, respectively.
The transpose, complex conjugate, and Hermitian conjugate
of X are denoted by XT, X∗, and X+ = (XT)∗, respectively.
The trace of a matrix X is designated by Tr[X], and we note
that matrices X and Y commute inside the trace as Tr[XY] =
Tr[YX]. When X and Y are a column vector, XYT ≡ X ⊗ Y
is a matrix defined by the tensor product, whereas YTX ≡
Y · X = Tr[XYT] means a dot product. The components of
matrices in Eq. (6) are as follows:

Displacement vectors:

ua(ω) = (uoa (ω), . . . , uoa+na−1(ω))T and

uμ(ω) = (
uoμ

(ω), . . . , uoμ+nμ−1(ω)
)T

. (7)

Random force vector:

sμ(ω) = (
soμ

(ω), . . . , soμ+nμ−1(ω)
)T

. (8)

Damping coefficient matrix:

ημ = ημIμ. (9)

Coupling force constant matrix (nμ × na matrix):

Kha =

⎛
⎜⎝ 0 · · · 0

...
. . .

...

Koa,oa−1 · · · 0

⎞
⎟⎠ and

Kca =

⎛
⎜⎝0 · · · Koc−1,oc

...
. . .

...

0 · · · 0

⎞
⎟⎠. (10)
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Force constant matrix of a-particle (na × na tridiagonal
matrix):

Ka =

⎛
⎜⎝

Koa,oa Koa,oa+1

Koa+1,oa

. . .
. . .

. . . Koa+na−1,oa+na−1

⎞
⎟⎠. (11)

Force constant matrix of μ-particle (nμ × nμ tridiagonal
matrix):

Kμ =

⎛
⎜⎝

Koμ,oμ
Koμ,oμ+1

Koμ+1,oμ

. . .
. . .

. . . Koμ+nμ−1,oμ+nμ−1

⎞
⎟⎠. (12)

Green’s function for the μ-particle (nμ × nμ symmetric
matrix):

gμ(ω) = 1

ω2Iμ − Kμ + iωημ

. (13)

Damping coefficient matrix:

ημ = ημIμ. (14)

Let us first consider the uncoupled state where the μ-
particle system is not connected to the a-particle system by
setting the coupling matrices Kμa and K+

μa in Eq. (6) all to
zero. The displacement vector of μ-particles in this case is
readily obtained from the first and third rows of Eq. (6) as

u0
μ(ω) = −gμ(ω)sμ(ω). (15)

Suppose that the displacement changed by �uμ when the
coupling matrices are turned back on. Then, we can write
uμ(ω) = u0

μ(ω) + �uμ(ω). Inserting this into the first and
third rows of Eq. (6) and applying Eq. (15), we find �uμ(ω) =
gμ(ω)Kμaua(ω), and therefore

uμ(ω) = u0
μ(ω) + gμ(ω)Kμaua(ω). (16)

Using Eq. (16) in the second row of Eq. (6), ua is found to
be

ua(ω) = ga(ω)K+
hau0

h(ω) + ga(ω)K+
cau0

c (ω), (17)

where

ga(ω) = 1

ω2Ia − Ka − �h(ω) − �c(ω)
(18)

is the Green’s function of an a-particle, and

�μ(ω) = K+
μagμ(ω)Kμa (19)

is the self-energy. The imaginary part of �μ is denoted by a
real symmetric matrix �μ as

�μ(ω) = −2Im[�μ(ω)] = i[�μ(ω) − �+
μ (ω)]. (20)

The role of �μ in ga is similar to that of the damping
coefficient matrix ημ in gμ.

The displacement vectors in Eqs. (16) and (17) constitute
the solution of Eq. (6), but the solution contains the random
force sμ(ω), which is not an analytic function. As has been
demonstrated by Dhar et al. [22,23], the analytic expression

for a physical quantity is obtained by eliminating sμ(ω) from
uμ and ua using the fluctuation-dissipation relation in the
frequency domain:

〈sμ(ω)s+
μ′ (ω′)〉 = ημkBTμ

π
δ(ω − ω′)δμμ′ , (21)

which is the Fourier transform of Eq. (3) with respect to both
t and t ′. For example, the mass-weighted velocity autocorre-
lation function (VACF) of μ-particles at the uncoupled state
becomes

D0
μ(t, t ′) =

∑oμ+nμ

j=oμ

mj〈ẋ j (t )ẋ j (t
′)〉

= Tr
〈
u̇0

μ(t )u̇0+
μ (t ′)

〉
= Tr

∫∫
ωω′gμ(ω)〈sμ(ω)s+

μ (ω′)〉g+
μ (ω′)

× e−iωt+iω′t dωdω′

=
∫

Tr

[
ω2gμ(ω)

ημkBTμ

π
g+

μ (ω)

]
e−iω(t−t ′ )dω,

(22)

where u0
μ is given in Eq. (15), and Eq. (21) is applied at the

final equality. This equation shows that the VACF depends
only on the time difference t−t ′ as it should be in a steady
state, and the Fourier transform of D0

μ(t−t ′) is defined as the
VDOS:

D0
μ(ω) = Tr

[
D0

μ(ω)
] ≡ Tr[gμ(ω)ημg+

μ (ω)ω2kBTμ/π ]. (23)

The VDOS expressions at the coupled state can be sim-
ilarly derived using the relations Eqs. (A1)–(A9) in the
Appendix, and the final expressions are as follows. The VACF
of a-particles is given by Da(t, t ′) = Tr〈u̇a(t )u̇+

a (t ′)〉, and the
corresponding VDOS is

Da(ω) =
∑

μ=h, c

kBTμ

2π
ωTr[ga(ω)�μ(ω)g+

a (ω)]. (24)

The VACF of μ-particles is written as Dμ(t, t ′) =
Tr〈u̇μ(t )u̇+

μ (t ′)〉, and the corresponding VDOS is

Dμ(ω)=D0
μ(ω) + 2Re

[
D1

μ(ω)
]+Da(ω)K+

μag+
μ (ω)gμ(ω)Kμa,

(25)
where D1

μ(ω) = Tr[D0
μ(ω)gμ(ω)Kμaga(ω)K+

μa].
Next, we derive the expression of heat current. The average

rate of energy transfer per unit time from the jth to lth particle
via a pair interaction is given by Jjl = −〈u̇ j f jl/2〉 + 〈u̇l fl j/2〉
[25], where f jl is the force on the jth particle due to the
pair interaction with the lth particle. In the present case,
collecting the terms proportional to k jl in Eq. (1), we find
f jl = −Kjl ul + K ′

jl u j , where K ′
jl = k jl/mj , and l = j–1 or

j + 1. However, the second term K ′
jl u j does not contribute to

Jjl . This is because 〈u̇ j (t )K ′
jl u j (t )〉 is the total time derivative

of K ′
jl〈u2

j (t )〉/2, which is time-independent at a steady state.
Taking this into account, the average heat current from the
h-reservoir to the a-particle system, Jha, can be obtained by
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summing up Jjl for j over h-particles and l over a-particles as

Jha(t ) = 1

2
〈u̇+

h (t )Khaua(t ) − u̇+
a (t )K+

hauh(t )〉

=
∫∫

Jha(ω,ω′)e−i(ω−ω′ )t dω′dω, (26)

where Jha(ω,ω′) = iω′〈u+
h (ω′)Khaua(ω) − u+

a (ω′)K+
hauh(ω)〉

/2 is the spectral heat current. As described in the Appendix,
inserting Eqs. (16) and (17) into Jha(ω′, ω) and applying
Eq. (21), one can finally find that Eq. (26) is independent of
time t and is written in the following form:

Jha = kB(Th − Tc)

2π

∫ ∞

0
α(ω)dω, (27)

where

α(ω) = Tr[�h(ω)g+
a (ω)�c(ω)ga(ω)]

= Tr[�c(ω)g+
a (ω)�h(ω)ga(ω)] (28)

is the transmission function and satisfies 0 � α(ω) � 1. The
transmission function in the form of Eq. (28) is called
the Calori formula [9], and the second equality is proven in
the Appendix [Eq. (A5)]. From Eq. (27), ITC between the
h- and c-reservoirs becomes

G = kB

2π

∫ ∞

0
α(ω)dω, (29)

and the corresponding ITR is given by R = 1/G.

C. Simulation

To confirm the NEGF expressions derived in Sec. II B,
the Langevin equation (1) was also solved by MD sim-
ulations using the large-scale atomic/molecular massively
parallel simulator (LAMMPS) software package [26,27]. The
MD simulations were carried out for three chain lengths ntot =
nh + na + nc = 3, 5, and 101 under the conditions na = 1 and
nc = nh. The equilibrium separation of the harmonic poten-
tial was set to a = 21/6σAr, which is the minimum location
for the Lennard-Jones potential of Ar used in Ref. [19] and
σAr = 3.405 Å. As mentioned in Sec. II A, the spring constant
was k = 1.3 J/m2 for all particles, and particle mass values
are as listed in Table I. For the a-particle mass ma, 11 values
in the range 0.1 � χa � 5.0 were examined in terms of the
scaled a-particle mass χa ≡ ma/mc. The thermostat tempera-
tures were set to Th = 70 K and Tc = 30 K. These values were
chosen to account for the fact that Th − Tc must be sufficiently
large to limit statistical error, although lower temperature is
desirable for numerical stability. The damping coefficient has
the unit of angular frequency. We set ηh = 8 rad/ps (1.3 THz)
for the hot thermostat and ηc = 4 rad/ps (0.64 THz) for the
cold thermostat. In our 1D model, ηh and ηc are adjustable
parameters that can affect physical quantities, unlike in the
normal use of Langevin thermostats. The values of ηh and ηc
described above were adjusted by trial and error to roughly
reproduce the essential results of the reference system that
the minimum ITR is reached at χa = 0.2–0.3, as mentioned
in Sec. II A. In addition, the value of ημ must be sufficiently
close to the vibrational frequencies of μ-particles. Otherwise,

an artificial thermal resistance may arise between the ther-
mostat and reservoir particles, preventing proper temperature
control. A further rationale from the NEGF theory for the
selected values of ηh and ηc will be discussed in Sec. III D.

Initially, the chain particles were aligned at the equilibrium
positions with zero velocity. After a 1 ns relaxation to ensure
a nonequilibrium steady state under constant heat current, the
production simulation was conducted for τ = 50 ns using a
simulation time step of 0.1 fs.

ITR RMD was calculated by

RMD = (Th − Tc)/J, (30)

where J = (eh − ec)/(2τ ) is the average heat current, and
eh > 0 and ec < 0 are the energy input from the hot and cold
Langevin thermostats to the system, respectively, during the
production run. We note that to be consistent with the NEGF
theory, Th and Tc in Eq. (30) must be the setting temperatures
of the thermostats, whereas usual nonequilibrium MD simula-
tions use the temperature difference at the interface obtained
from extrapolating linear temperature profiles on both sides of
the interface [16]. The VDOS was calculated from the Fourier
transform of the VACF,

Dν (t ) =
∑

j∈ν
mj〈ẋ j (0)ẋ j (t )〉, (31)

where ν = h, a, or c denotes the particle species. The sta-
tistical error of any physical quantity was estimated as the
standard error of mean over the five average values obtained
from the five 10 ns blocks of the production simulation.

III. RESULTS AND DISCUSSION

A. Interfacial thermal resistance

Using MD simulation, ITR of the 1D chain was calculated
as a function of the scaled a-particle mass χa = ma/mc. The
results for three different chain lengths were plotted in Fig. 2
in comparison to the theoretical curves by the NEGF method
using the same parameters as those in the MD simulation.
For the interested reader, examples of temperature profile
along the chain are shown in the Supplemental Material
(Fig. S1 [29]). The NEGF curves are in excellent agree-
ment with the MD results, indicating that, in addition to the
analytical solution, MD simulations with a combination of
classical Langevin thermostats can also be employed to study
the interfacial thermal transport described within the NEGF
framework as long as the parameters including the damping
coefficients and particle masses are carefully adjusted. In the
reference system, the ITR-χa curve was downward convex
and the minimum location χa,min was found in the range
χa,min = 0.2–0.3. The 1D model can reproduce this feature
even in the case of the shortest possible chain, ntot = 3, al-
though it was difficult to reproduce the absolute values of ITR.
It is therefore expected that the underlying mechanism of the
ITR minimization in the 1D model is the same as that in the
reference system. It is considered that the minimum location
χa,min is determined so that the characteristic (PMF) frequency
in the a-particle system most effectively bridges those in the h-
and c-reservoirs under given damping coefficients. Since the
PMF frequency is described by the affinity (spring constant)
and particle mass, the value of χa,min in general is also affected
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FIG. 2. Interfacial thermal resistance of the 1D chain model is plotted as a function of the scaled a-particle mass χa = ma/mc. Parts (a), (b),
and (c) show the results for the systems with different chain lengths ntot = 3, 5, and 101, respectively. The red lines are the analytic solutions
by the NEGF theory, while MD results are shown by the black circles with error bars.

by the affinity between the solid, adsorption layer, and bulk
liquid. In the present study, however, the difference in affinity
was renormalized into the difference in particle mass, i.e., the
effect of affinity is implicitly included in that of particle mass.
The optimal a-particle mass of ma = mcχa,min = 8–12 u lies
between mh = 1.381 u and mc = 39.95 u, which is consistent
with the idea that the PMF frequency of a-particles bridges
those of h- and c-particles.

A detailed chain length dependence of the minimum lo-
cation is plotted in Fig. 3. For short chains, the minimum
location slightly changes with ntot, but it converges to χa,min =
0.32 for ntot > 25, or, equivalently, nμ > 12. This result im-
plies that the mean free path of vibration modes in a reservoir
is about 12 particles long. The mean free path is affected by
the damping coefficient and the PMF frequency in Eq. (4)
for the h- and c-reservoirs. The damping coefficient, which
corresponds to the reciprocal of the mean free time, is nega-
tively correlated with the mean free path. In contrast, the PMF
frequency is positively correlated with the mean free path, as

FIG. 3. Chain length dependence of the location of the ITR min-
imum calculated by the NEGF theory. The left axis is the scaled
a-particle mass that gives the minimum ITR. The bottom axis is
the chain length in terms of ntot = nh + na + nc under the conditions
na = 1 and nh = nc.

is approximately explained by the fact that the speed of sound
in a 1D harmonic chain is proportional to (k/m)1/2 [24], where
k and m are the spring constant and mass of the chain particle,
respectively.

B. Vibrational density of states

In Fig. 4, the vibrational density of states (VDOS) profiles
for the h-, a-, and c-particles, Dh, Da, and Dc, respectively,
are shown in comparison with the MD results for ntot = 3
with χa = 0.2 and for ntot = 101 with χa = 0.3. [The two
cases are the ones with the minimum ITR in Figs. 2(a) and
2(c).] The VDOS profiles of the reservoir particles for the
ntot = 101 case are normalized by the number of μ-particles
as Dμ(ω)/nμ so that all profiles in Fig. 4 are per single par-
ticle. The error bars of the MD results are not displayed for
better visibility, but they are smaller than the circle markers.
The NEGF curves are in excellent agreement with the MD
results.

Figures 4(a)–4(c) are the VDOS profiles in the case of
ntot = 3 with χa = 0.2, where each reservoir has only one par-
ticle. The VDOS of the a-particle in Fig. 4(b) is composed of
a prominent peak at near the PMF frequency of the a-particle
of 2.2 THz and secondary peaks at ∼1.0 and ∼5.36 THz
due to the transmitted vibrations from the c- and h-reservoirs,
respectively. Similarly, the VDOS profiles of the h-particle
[Fig. 4(a)] and the c-particle [Fig. 4(c)] have a primary peak
at its own PMF frequency, and a secondary peak coming from
the a-particle vibration. As illustrated in Figs. 4(d) and 4(f),
when the number of reservoir particles increases to nμ = 50,
one a-particle peak and 50 μ-particle peaks in Dμ overlap each
other to form a broad spectrum at around the PMF frequency.
As shown in Fig. 4(e), a similar change occurs in Da, although
the a-particle peak remains relatively sharp.

The μ-particle peaks in Dμ [Eq. (25)] and Da [Eq. (24)]
originate from those in the reservoir Green’s function gμ.
By the inverse Fourier transform of Eq. (13), gμ in the time
domain is proven to be

gμ(t ) = − 2π

ωμ

e− ημ

2 t sin(ωμt )θ (t ), (32)
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FIG. 4. VDOS profiles normalized by the number of particles. Parts (a), (b), and (c) are the results for the h-, a-, and c-particles, respectively,
in the case of ntot = 3 and χas = 0.2, while (d), (e), and (f) are those for ntot = 101 and χa = 0.3. The red lines show the analytic solution by
the NEGF theory, while the black circles show the MD results.

where θ (t ) is the Heaviside step function, and

ωμ =
√

Kμ − η2
μ/4 (33)

is an nμ × nμ matrix. The positions of μ-particle peaks are
determined by the nμ eigenvalues of ωμ. As the effect of
energy dissipation, the damping coefficient shifts these fre-
quencies as in Eq. (33) and attenuates the vibration modes in
time as exp(−ημt/2). The latter results in the broadening of
μ-particle peaks. Likewise, the a-particle peak comes from ga,
where �h + �c plays a similar role to ημ.

C. Vibrational matching mechanism of the ITR minimization

Let us now consider how the ITR is minimized in terms
of vibration-mode matching. For convenience, we examine
the maximum of ITC in Eq. (29) instead of the minimum
of ITR. In the present case of na = 1, �μ, Ka, �μ, and ga

are scalar quantities, and we will emphasize this by denoting
them without boldface as 
μ, Ka, �μ, and ga, respectively.
The transmission function α in Eq. (28) can be decomposed

into the two partial contributions αhc and αa:

α(ω) = 4
h
c

(
h+
c)2 + 4(ω2 − Ka − Re[�h+�c])2

≡ αhc(ω)αa(ω). (34)

The first partial transmission function is expressed as

αhc(ω) = 4
h
c/(
h + 
c)2. (35)

Directly evaluating 
μ = K+
μai[gμ − g+

μ ]Kμa, one can find
that 
μ ∝ 1/ma, and therefore αhc is independent of ma. We
also note that αhc is a real-valued function satisfying 0 �
αhc � 1, and the maximum value 1 is reached when 
h = 
c.
In addition, as Polanco et al. pointed out [28], if one interprets

μ as a generalized acoustic impedance of the μ-reservoir,
Eq. (35) is the transmission coefficient between the h- and
c-reservoirs in the AMM model [10]. While αhc thus describes
the transmission between the two reservoirs, the ma depen-
dence of α is explained by the second partial transmission
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FIG. 5. Overlap between the partial transmission functions αhc

(black dotted lines) and αa (red solid lines) for the case of ntot =
3. Parts (a), (b), and (c) compare the curves for different values of
the scaled a-particle mass χa. The value of the interfacial thermal
resistance for each case is also included as R.

function αa:

αa(ω) = 1

1 + 4[ω2 − Ka − Re[�h+�c]]2
/(
h+
c)2

. (36)

This function also satisfies 0 � αa � 1, and the maximum
value 1 is achieved at ω2 = Ka+Re[�h+�c] or 
μ → �.
With this decomposition, ITC is expressed by an inner product
of αhc and αa as

G = kB

2π

∫ ∞

0
αhc(ω)αa(ω)dω. (37)

Since both αhc and αa are normalized as 0 � αhc, αa � 1,
the more similar αhc and αa are, the higher the ITC. In this
sense, Eq. (37) describes ITC as the overlap of αhc and αa.

In Fig. 5, this situation is illustrated for the case of the
shortest chain ntot = 3. Just like the VDOS curves, both
αhc and αa are characterized by multiple peaks. Comparing
Figs. 5(a)–5(c), one can see that as χa increases from 0.1
to 0.3, the position of the middle peak in αa moves to the
low-frequency side, and at χa = 0.2, this peak best overlaps
with the peak of αhc. Correspondingly, ITR in Fig. 2(a) is
minimized at this value of χa. As mentioned above, the promi-
nent peak of αhc at ∼2 THz is determined by the condition


h = 
c. As for αa, the three peaks are originated from the
c-, a-, and h-particles, in the order from the low-frequency
side. The h- and c-particle peaks occur by the condition 
μ

→ �, reflecting the peaks in gμ, whose positions are given
by Eq. (33) and are independent of ma. These reservoir peaks
in αa do not significantly contribute to the total transmission
function α because αhc → 0 as 
μ → ∞. Consequently, of
the three peaks of αa, the a-particle peak, whose position
is given by the condition ω2 = Ka+Re[�h+�c], makes a
dominant contribution to α. This vibrational matching prin-
ciple is essentially the same for longer chains, although the
detailed shapes of the peaks in αhc and αa become more
complicated (Fig. S2 [29]). It might appear from Fig. 5 that
ITR is minimized when αa and αhc have peaks at the same
position, but this is not an essential condition. [In Fig. S2(b)
[29], the ITR minimum occurs without the matching of peak
positions.] The ITR minimum is always determined by the
maximum of Eq. (37). It is expected, however, that the ITR
minimum is often accompanied by such a coincidence of peak
positions, since an inner product of two peak-shaped functions
is usually maximized when their peak positions are the same.
The overlap between αhc and αa in the form of Eq. (37) thus
provides a quantitative model of the vibration-mode matching
in the 1D chain. However, methods for estimating αhc and αa

for real interfaces must be considered in the future.
It is beneficial to see the relation between the transmission

function and VDOS. To this aim, it is convenient to ex-
press the transmission function α = 
hg∗

a
cga in a resistance
form as

1

α(ω)
= 1

A(ω)
h(ω)
+ 1

A(ω)
c(ω)
, (38)

where A(ω) = ga(ω)[
h(ω) + 
c(ω)]g∗
a(ω) [see also

Eq. (A4) in the Appendix]. From Eq. (24), expressing
Th = T + �T and Tc = T –�T with a small temperature
difference �T , we find the following relation between A(ω)
and the a-particle VDOS:

A(ω) = 2πDa(ω)

kBT ω
+ O

(
�T

T

)
. (39)

On the other hand, 
μ is related to the reservoir VDOS at
the uncoupled state, D0

μ, as


μ(ω) = 2π

ωkBTμ

K+
μaD0

μ(ω)Kμa, (40)

as shown in Eq. (A3) in the Appendix. Equations (39) and (40)
are used to approximate A
μ in Eq. (38) as

A(ω)
μ(ω) =
(

2π

kBT ω

)2

K+
μaD0

μ(ω)KμaDa(ω) + O

(
�T

T

)
.

(41)
From this relation together with Eq. (38), one can see that

in addition to the VDOS overlap between D0
μ and Da, the

strength of interfacial coupling, Kμa, also makes a positive
contribution to the transmission function. Equations (38) and
(41) would provide a useful starting point for theoretical con-
siderations of various kinds of correlations between thermal
transport and affinity at solid-liquid interfaces, which have
been found in many studies [3–7].
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FIG. 6. Contour of the minimum location of ITR-χa curve,
χa,min, for the chain with ntot = 101. A calculation point is denoted
by a filled circle or a cross depending on whether the ITR-χa curve is
downward convex with a single minimum or not, respectively. The
calculation points that well reproduce the results of the reference
system with χa,min = 0.2–0.3 are emphasized by red.

D. Role of the damping coefficient

One-dimensional harmonic chains similar to the present
model have been used to model ballistic phonon transport at
the junction of solid nanomaterials in the NEGF [28,30,31]
and other [32,33] formalisms. An important difference be-
tween the present model and the existing ones exists in the
magnitude of the damping coefficients. In the existing models,
ημ is a positive infinitesimal value, as is generally assumed in
the NEGF theory [12,20,34].

In contrast, the results of the present analysis indicate that
much larger values of ημ are necessary for the 1D chain to
model solid-liquid interfaces, where diffusive thermal trans-
port also makes a significant contribution. Figure 6 illustrates
the minimum location of the ITR-χa curve as a function of
ηh and ηc in the case of ntot = 101. In addition to the pair
of ηh and ηc adopted in the previous sections, many other
pairs indicated by the filled red circles can yield the ITR-χa

curve that has a single minimum in the range χa = 0.2–0.3.
However, no such pair is found if the damping coefficients are
as small as ηh < 0.002 THz or ηc < 0.004 THz. In particular,
for the ηh and ηc pairs denoted by the cross markers, the
ITR-χa curve exhibited oscillations and multiple minima. In
this example, the damping coefficient must be of a similar
order of magnitude to the PMF frequencies of the reservoir
particles. It is worth noting that under this condition, some
eigenvalues of ωμ in Eq. (33) can be imaginary, correspond-
ing to overdamped modes. In the case of the 101-particle
chain with ηh = 1.3 THz and ηc = 0.64 THz, for example,
the matrix diagonalization revealed that out of 50 eigenval-
ues for each of ωh and ωc, two and seven were imaginary,

respectively. Recently, it was reported that such imaginary
frequencies due to overdamping are essential to explain the
low-frequency behavior of VDOS in liquids [35]. Whether
or not ωμ has imaginary eigenvalues, the large damping
coefficients seem necessary to represent the rapid attenuation
of vibration modes at solid-liquid interfaces where diffusive
thermal transport makes a significant contribution. This idea
does not always contradict the existing models, which use
infinitesimal damping coefficients to describe interfacial ther-
mal transport in solids governed by ballistic phonons.

IV. CONCLUSION

In the present study, interfacial thermal transport at inter-
faces between solids and surfactant solutions was considered
using a 1D harmonic chain model. The analytical expression
for the ITR of the 1D chain was derived using the NEGF
theory, which led to an explicit expression of vibration-mode
matching [Eq. (37)]. The 1D chain is expected to model solid-
liquid interfaces in general because the a-particle does not
necessarily have to be a surfactant layer. Although a harmonic
chain cannot represent the fluidity of liquids, this is not an
essential issue. Because the purpose of the 1D chain is to
model the transmission of characteristic vibrations across a
solid-liquid interface, it is sufficient if a harmonic chain can
represent the characteristic frequency in the liquid region. The
PMF frequency may qualify as such a characteristic frequency
in liquids.

In our model, the equation of motion for the chain particles
was described by a fully classical Langevin equation, which
not only allowed a precise comparison with the classical MD
simulation, but also facilitated the physical interpretation of
mathematical expressions. In particular, the damping coef-
ficient ημ in our interpretation plays an important role in
modeling the energy dissipation associated with phonon scat-
tering. In the case of a liquidlike system, a large value of ημ is
required to represent the rapid damping of vibrational modes.
In contrast, ημ may be infinitesimal, as in the conventional
NEGF theory, in the case of solidlike interfaces characterized
by phonons with long lifetimes. Even though this concept
is only based on a simple one-dimensional model, it may
provide a clue for extending the phonon transmission picture
of thermal transport at hard interfaces to softer interfaces.
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APPENDIX: SUPPLEMENT TO THE DERIVATION OF THE
NEGF EXPRESSIONS

In this appendix, we supplement the derivation of the
NEGF expressions in Sec. II B. We omit the argument ω of
frequency-dependent variables when it is obvious. In addition,
if a term includes two frequencies like X+(ω′)Y(ω), variables
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with and without superscript + are considered to depend on
ω′ and ω, respectively, unless otherwise indicated.

Let us first prepare some identities. From Eq. (13),
i[(g+

μ )−1 − g−1
μ ] = 2ωημ holds, since both Kμ and ημ are real

symmetric matrices. Multiplying both sides of this equation
by gμ from the left and by g+

μ from the right, or vice versa,
one can show that

i[gμ − g+
μ ] = 2ωgμημg+

μ = 2ωg+
μημgμ. (A1)

This quantity is called the spectral function [21], which
describes the energy spectrum of μ-particles. Using Eqs. (19),
(20), and (A1), we have another expression for �μ:

�μ = 2ωK+
μagμημg+

μ Kμa, (A2)

or, in terms of the reservoir VDOS at the uncoupled state,D0
μ,

in Eq. (23), one can write

�μ = 2π

ωkBTμ

K+
μaD0

μKμa. (A3)

Just as we did for gμ in Eq. (A1), the spectral function for
a-particles can be expressed as

i[ga − g+
a ] = ga(�h + �c)g+

a = g+
a (�h + �c)ga, (A4)

using Eqs. (18) and (20). Multiplying �h on both sides of the
last equality in Eq. (A4) and taking the trace, we can find
that the �h and �c in the transmission function Eq. (28) are
interchangeable,

Tr[�hga�cg+
a ] = Tr[�cga�hg+

a ]. (A5)

Next, we derive some correlations among displacement
vectors. From u0

μ in Eq. (15) and the fluctuation–dissipation
relation Eq. (21), we have

〈
u0

μ(ω)u0+
μ′ (ω′)

〉 = gμ

ημkBTμ

π
g+

μδ(ω − ω′)δμμ′ . (A6)

Combining Eqs. (A2) and (A6) gives

Kμa〈u0
μ(ω)u0+

μ′ (ω′)〉K+
μ′a = kBTμ

2πω
�μδ(ω − ω′)δμμ′ . (A7)

This equation can be used to calculate the correlations
relevant to ua in Eq. (17):

〈ua(ω)u+
a (ω′)〉 =

∑
μ=h,c

∑
μ′=h,c

ga(ω)K+
μa〈u0

μ(ω)u0+
μ′ (ω′)〉

× Kμ′ag+
a (ω′)

=
∑

μ=h,c

kBTμ

2πω
ga�μg+

a δ(ω − ω′) (A8)

and 〈
ua(ω)u0+

μ (ω′)
〉
Kμa = kBTμ

2πω
ga�μδ(ω − ω′). (A9)

The VDOS expressions Eqs. (24) and (25) can be obtained
using Eqs. (A8) and (A9), as we did in Eq. (22) for the
uncoupled case.

As shown in Eq. (26), the heat current from the μ-reservoir
to the a-particle system is

Jμa(t ) =
∫∫

Jμa(ω,ω′)e−i(ω−ω′ )t dω′dω, (A10)

where the spectral heat current is given by

Jμa(ω,ω′) = iω′

2
〈u+

μ Kμaua − u+
a K+

μauμ〉

= iω′

2
Tr〈uau+

μ Kμa − K+
μauμu+

a 〉. (A11)

If we apply uμ = u0
μ + gμKμaua [Eq. (16)], Jμa is divided

into two parts:

Jμa(ω,ω′)=J1(ω,ω′) + J2(ω,ω′). (A12)

The first term J1 comes from the u0
μ part of uμ:

J1(ω,ω′) = iω′

2
Tr

[〈
uau0+

μ

〉
Kμa − K+

μa

〈
u0

μu+
a

〉]
= kBTμ

4πω
iTr[ga�μ − �+

μg+
a ]δ(ω − ω′)

= kBTμ

4πω
Tr[ga(�h + �c)g+

a �μ]δ(ω − ω′), (A13)

where Eq. (A9) was used to obtain the second line, and then
Tr[�+

μg+
a ] = Tr[g+

a �+
μ ], �+

μ = �μ, and Eq. (A4) were used to
yield the final result. The second term J2 in Eq. (A12) is due to
the gμKμaua part of uμ. Considering �μ(ω) = K+

μagμ(ω)Kμa

[Eq. (19)], this term is written as

J2(ω,ω′) = iω′

2
Tr[〈uau+

a 〉�+
μ − �μ〈uau+

a 〉]

=
∑
ν=h,c

kBTν

4π
iTr[ga�νg+

a �+
μ − �μga�

+
ν g+

a ]

× δ(ω − ω′)

= −
∑
ν=h,c

kBTν

4π
Tr[ga�νg+

a �μ]δ(ω − ω′), (A14)

where Eq. (A8) was used to obtain the second line, and then
Eq. (A5) and �μ = i[�μ − �+

μ ] [Eq. (20)] were used to yield
the final result. Expressing the spectral heat current Jμa(ω,ω′)
by Eqs. (A13) and (A14) and inserting it into Eq. (A10), we
have the final expression for the average heat current:

Jμa(t ) = kB

4π
(2Tμ − Th − Tc)

∫ ∞

−∞
α(ω)dω

= kB

2π
(2Tμ − Th − Tc)

∫ ∞

0
α(ω)dω. (A15)

The last equality follows from the fact that α(−ω) = α(ω)
holds because �μ(−ω) = −�μ(ω) and ga(−ω) = g+

a (ω).
Setting μ = h in Eq. (A15), one obtains the heat current
from the h-reservoir to the a-particle system, Jha, in Eq. (27),
whereas μ = c gives the heat current from the c-reservoir to
the a-particle system, Jca. Comparing these two, one finds
Jha = −Jca as expected.
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