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a b s t r a c t

Higher animals act in the world using their external reality models to cope with the uncertain envi-
ronment. Organisms that have not developed such information-processing organs may also have
external reality models built in the form of their biochemical, physiological, and behavioral structures,
acquired by natural selection through successful models constructed internally. Organisms subject to
illusions would fail to survive in the material universe. How can organisms, or living systems in general,
determine the external reality from within? This paper starts with a phenomenological model, in which
the self constitutes a reality model developed through the mental processing of phenomena. Then, the it-
from-bit concept is formalized using a simple mathematical model. For this formalization, my previous
work on an algorithmic process is employed to constitute symbols referring to the external reality, called
the inverse causality, with additional improvements to the previous work. Finally, as an extension of this
model, the cognizers system model is employed to describe the self as one of many material entities in a
world, each of which acts as a subject by responding to the surrounding entities. This model is used to
propose a conceptual framework of information theory that can deal with both the qualitative (semantic)
and quantitative aspects of the information involved in biological processes.

© 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Living systems have cognitive functions that help them cope
with their uncertain environment and thereby survive. Through
acting in the world and processing event data, the organisms of
higher animals construct reality models for the environments with
which they interact. Organisms that have not developed
information-processing organs may also have external reality
models built in the form of their biochemical, physiological, and
behavioral structures, acquired by natural selection through suc-
cessful models constructed internally. Organisms subject to illu-
sions would fail to survive in the material universe. How can a
subject, or a living system in general, understand the external re-
ality through interaction from within?

In general, there are at least two different types of models in this
context: (i) a world model for an external observer, which does not
interact with the observer (called the external model) and is similar
to an ordinary road map for a driver; and (ii) a model of the envi-
ronment or external reality with which an observer interacts
nizers@yahoo.co.jp.
(called the internal model in the sense that it is constructed
internally). This is a perception-behavior system embodied in the
organism, by which it can act in specific ways to maintain a
particular relationship with the environment within the world
(Conant and Ashby, 1970; Friston, 2010). This is similar to a car
navigation system guiding a driver toward a desirable destination
by voice and visual instructions.

A classic work by Jakob von Uexküll is useful (1926) for under-
standing an internal model for an organism. Uexküll developed the
concept of the function circle, which forms a subject-based envi-
ronment, called Umwelt: “every animal is a subject, which, in virtue
of the structure peculiar to it, selects stimuli from the general in-
fluences of the outer world, and to these it responds in a certain way.
These responses, in their turn, consist of certain effects on the outer
world, and these again influence the stimuli. In this way there arises
a self-contained periodic cycle, which we may call the function-
circle of the animal” (Uexküll, 1926; italicized for emphasis by
Nakajima). In this function-circle process, the focal subject and
external entities interact with one another in specific ways,
depending on their own properties in relation to how to move or
change state. Through this process, the subject experiences a
particular set of events at particular probabilities. Umwelt and an
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ecological niche can both be defined as a set of environmental
conditions required for survival and reproduction, containing the
implication that these conditions are shaped by direct and indirect
interactions between the environment and a subject organ-
ismdboth concepts involves what is required from and the impact
on the environment (for niche concept, see e.g., Hutchinson, 1957;
Chase and Leibold, 2003). However, these are different concepts in
that Umwelt is viewed from (experienced by) a subject organism,
while niche is viewed from an external perspective or by an
external observer (i.e., ecologist).

Although Uexküll did not develop amathematical model for this
process, and it does not extend to molecular systems and those of
lower entities, this process illuminates a general aspect of the in-
formation process between a subject and environmental entities
within the world, which is also applicable to various levels of
nested hierarchical organization, such as cells and molecules (e.g.,
Koshland, 1973; Loewenstein, 1999). Biologists usually use the term
“information” to describe processes in which patterns (or config-
urations, forms) are processed within a cell, intercellular processes
in development, organismeenvironment interactions, and so on.
However, the information concept in biology is yet to be theoreti-
cally unified with a mathematical formalism.

Shannon's mathematical theory of communication, usually
called information theory, is widely recognized as a major mathe-
matical theory that sheds light on a certain aspect of what we call
information (Shannon and Weaver, 1949/1998). According to this
theory, information is something that reduces the uncertainty
(quantified as entropy) of an object (i.e., information source). As the
authors themselves admit, the theory does not deal with the
meaning of individual pieces of information, but instead, considers
the amount of information as the degree of reduced uncertainty
before and after receiving the information (a message). Despite its
great importance in communication technology, there are several
reasons why this theory has limitations in its application to bio-
logical processes. First, as previously stated, the theory cannot deal
with semantic aspects of information. The reduction of uncertainty
is important but is not the only necessity for living systems. They
utilize goal-directed teleonomic properties to maintain specific re-
lationships with others as a consequence of natural selection
(Pittendrigh, 1958). Therefore, the semantics of information, which
specifically relates the subject to the environment, is very impor-
tant in biology. Second, this theory is not built upon an explicit
causal model of entities interacting with one another. The theory
may indeed have a material model such as an information source
from which messages are sent from a transmitter, through a
receiver, to a destination (noise may enter the path between the
transmitter and receiver), but this is an abstract one-way symbol
processing flow, with no explicit representations of causal in-
teractions between component entities. In contrast, in biological
systems, every material entity may serve as an information source,
which interacts with others. Furthermore, the theory is based on
the probability concepts of Bayesian probability and/or relative
frequency, which both lack an explicit causal model of a material
system. For example, p(ajb) implies the probability of a under the
condition that b occurs, but no causal mechanism is explicit in this
formulation.

From a study of quantum physics, Wheeler (1989) proposed
another type of information concept, called it from bit. In contrast to
Shannon's model, which assumes that information sources exist
out there, this concept does not assume the existence of real en-
tities outside the subject. It-from-bit information is not a process
from external reality to a subject, but a process (bit) used to
construct external reality (it). This concept is important in focusing
on the subject-dependent aspect of reality. However, like Shan-
non's theory, the it-from-bit concept appears to be descriptive and
not explanatory for biological processes, and also lacks a semantic
aspect of information. Therefore, we need to develop an informa-
tion theory that can deal with both the qualitative (involving se-
mantics and value) and quantitative aspects of the information
involved in biological processes using a materialistic causal model.

This paper explores the information involved in living systems
with the goal of developing a general framework of information
theory to understand biological adaptation theoretically, beyond
the limitation of verbal arguments in biology. We begin with in-
formation from the internal viewpoint, inspired by the philosoph-
ical concept of phenomenological reduction as a useful
methodology, in which the external reality for the self is not sup-
posed (but not denied) to exist out there (section 2). In this attempt,
a simple mathematical model with an algorithmic process called
inverse causality is introduced, focusing on the process used by the
self to constitute symbols referring to the external reality or
external objects from given phenomena. Using this model, it is
shown that it-from-bit information can be formalized as a process
based on the inverse causality (section 3). Then, information from
the external viewpoint is considered, in which a focal subject re-
ceives information about external objects (section 4). In this anal-
ysis, a realistic world model is introduced, with additional
assumptions to the first model, called the cognizers system model
(Nakajima, 1999, 2013), in which material entities are described as
the subjects of motion/action, interacting with one another within
the world. Although this model has the external viewpoint of a
meta-observer outside the world, it can also describe how a focal
subject entity cognizes the environment and acts from an internal
viewpoint. Here, the probability of events that a focal entity ex-
periences (called the internal probability) is theorized in terms of
the material properties of entities and their interactions (section 5).
In this framework, information and its meaning are defined, and
the uncertainty and order of the environment that a focal subject
entity experiences in the environment during interaction are
formalized, measured as internal entropy, which is based on the
internal probability concept, rather than Bayesian probability.
Finally, biological adaptations are analyzed in terms of the internal
probability/entropy and the meaning of information (section 6).
2. Background: phenomenological view of reality as
departure point

A realistic view presupposes the instinctive belief that objects
that exist independently of the self cause percepts, which cause an
inner, mental perception. In science, the subject gains information
about the external reality by observation (i.e., a process from reality
to phenomena). However, Descartes' skepticism uncovered dis-
tinctions between the existence of percepts (Cogito) and the exis-
tence of the objects to which the percepts refer. A percept such as
“There is an apple on the table,” is absolutely certain to the self
because it is an immediate, indubitable experience. However, this
fact does not guarantee that those things exist outside, indepen-
dent of the self, despite its immediateness. That is, “this apple”
would belong to the self, not to the outside realm. As revealed by
skepticism, the semantic content cannot provide a secure base for
proving the existence of such reality. Percepts in dreams do not
reflect information about the external reality, raising a question:
where is an “escape button” from solipsism (R€ossler, 1993)?

This question concerns realization, which is a mental activity to
constitute reality external to the self, based on phenomena or sense
data occurring to the self (i.e., a process from phenomena to re-
ality). Phenomena are generated from the reality by observation in
the self, and the reality is constituted by realization in the self-
d“realization” is defined as the constitution of the reality external
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to the self, based on phenomena or sense data internal to the self.
Here, observation presupposes the existence of the reality, whereas
the reality depends on realization (Maturana and Varela, 1980;
R€ossler, 1987; Matsuno, 1989; Varela et al., 1992; Nakajima, 2001;
Salthe, 2001). There is an unavoidable circularity between phe-
nomena and reality, which are related to each other by the mental
activities of realization and observation.

In order to step out of this circularity, Husserl considered phe-
nomena as mental processes as his starting point, and developed
phenomenology as a rigorous science (Husserl, 1913/1983). Husserl
analyzed the stream of mental processes to clarify the relation
between the mind and world. He first methodologically rejected,
i.e., bracketed, the existence of external reality or natural objects,
and then examined how the mental process can “constitute” object
things. He theorized that the directedness or aboutness of con-
sciousness (i.e., intentionality) plays a pivotal role in singling out a
particular object, e.g., a sheet of paper, in the background of other
things such as books and pencils (Husserl, 1913/1983). Further-
more, he questioned what allows us (many subjects or selves) to
share a common belief about an objective reality consisting of such
objects derived through intentionality, starting from a solipsistic
point. His answer is this: Under the assumption that, largely, the
other subjects constitute objective reality in the same way as “I”
(the self) do, “I” can believe that object things forming my own
world exist independently of “my” subjective experiences, and are
shared by other selves; this is the intersubjective constitution of the
objective reality (Husserl, 1931/2012, 1936/1970).

We can extend (or naturalize) phenomenology by replacing the
phenomenological self with observers in science, and further, with
living systems in biology. The attempt to bridge the gap between
the first-person view in phenomenology and a third-person view in
science is particularly important in biology, because not only arewe
(humans) organisms, but also objects in biology can be viewed as
the subjects of action in their environments (Uexküll, 1926, 2010).
Sjolander (1997) asserted that a human's epistemological activity
may reflect the human's evolutionary background, for which the
construction of reality is an adaptation to the environment, not the
truth about its outside. However, in Husserl's phenomenology and
that of other phenomenologists who seek to naturalize phenome-
nology, it remains unclear how the self can distinguish between
material entities and imaginary or theoretical entities, because
phenomenologists try to construct objective reality based on the
semantic contents (e.g., “this book”) of percepts or phenomena.

In the quest for physical reality in quantum physics, Wheeler
(1989) asserted that “every itdevery particle, every field of force,
even the space-time continuum itselfdderives its function, its
meaning, its very existence entirelydeven if in some contexts
indirectlydto yes or no questions, binary choices, bits.” He called
this process of finding reality it from bit. For example, we watch an
experimental device consisting of a polarizer over a distant source
and an analyzer of polarization over a photo-detector. We then ask
a yes-no question such as “Did the counter register a click during
the specified second”? If yes, “a photon did it” (Wheeler, 1989). In
this view, the reality is not assumed to exist out there indepen-
dently of observation; instead it is derived from given sense data
obtained from the yes-no questions posed by an experiment. That
is, all things are information-theoretic in origin. Asking yes-no
questions and registering answers always affect the object. In this
reality construction, the semantic contents of percepts by obser-
vation are removed as “bits,” because yes-no answers only give the
observer the distinction or determination of one of the two.
Wheeler's it-from-bit concept is a good departure point to develop a
theory for a subject-dependent external-reality model based on an
objective principle consistent with the ordinary scientific
methodology.

3. Constitution of reality model by inverse causality

We start with a solipsistic world, in which the self does not have
any outside; that is, the self itself is the whole world. Specifically,
we suppose a sequence of percepts or sense data, which are further
abstracted into meaningless symbols. Then, a principle is derived
by which the outside is constituted from percepts without recourse
to perceptual contents.

3.1. Perceptual sequence

Consider a temporal sequence of percepts, which occur during
seeing, hearing, touching, thinking, imaging, etc. They are given as
they are, as an immediate experience for the self. This is what
Husserl called a stream of mental processes. We can then remove
the semantic contents of each percept, such as meaning and qualia,
and represent the sequence (M) of symbolized percepts using
meaning-less symbols (mi). For example,

m0; m1; m1; m2; m3; m0; m2; m4; m5; ::: ; where mi

¼ mj; if and only if i ¼ j:

This sequence is a chronicle of perceptual symbolized elements
arrayed in a time series, where only their order in time and
distinctness are identified. This sequence is given as it is, not
entailed by something else, and therefore there is no reason to
consider that each of these elements was caused or entailed by its
own predecessor. We have this sequence as an entire wholeness at
a starting point. There is no entity outside M, although its outside
can exist only as a form of meaning possessed by each percept.M is
more primitive than a solipsistic world, because the former is
deprived of the meaning and qualia possessed by mental states.
Each percept may be divided into micro-timescale processes of
elementary states, such asmi¼mi1,mi2,…,mik andmj¼mj1,mj2,…,
mjk, where mi ¼ mj, if and only if mih ¼ mjh (1 � h � k).

3.2. Principle of unique successor and inverse causality

Next, we introduce a rule, called the unique-successor principle,
which stipulates that “Every element in the temporal sequence has
a unique successor.” The above sequence M does not satisfy this
principle, becausem1 is followed bym1 andm2; andm2 is followed
by m3 and m4. Thus, we can modify the original sequence to fulfill
the principle by introducing foreign elements to the original
sequence. This modification is conducted by using the unique-
successor principle inversely, which is called the inverse causality.
Inverse causality is defined as follows: “If a given perceptual
sequence satisfies the unique-successor principle, no operation is
required. If not, new, foreign elements are introduced into the
sequence in order that every perceptual element is a unique suc-
cessor of an immediately previous element of the new sequence.”

We can demonstrate the operation of inverse causality using the
simple example of M:

m0; m1; m2; …; m0; m1; m3; (1)

where mi ¼ mj, if and only if i ¼ j; M ¼ {m0, m1, m2, m3, … }. This
sequence does not fulfill the unique-successor principle, because
the first m1 is followed by m2, and the second m1 by m3; i.e.,
m1/m2 or m3. Therefore, through an inverse causality operation,
the first and second m1 are differentiated by introducing the
foreign symbols e0 to the first m1, and e1 to the second onednote
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that m2 and m3 cannot be made identical to fulfill the principle
because they are undoubtedly different, as directly experienced by
the self. Therefore, the sequence now becomes

m0, (m1, e0), m2, …, m0, (m1, e1), m3, (2)

where the underlined parts were modified. This sequence is
generated in the downstream part of the M sequence.

From the meta-observer point of view, the operation of inverse
causality on M can be interpreted as a measurement process for
different states of the external reality, E0 ¼ {e0, e1}. The perceptual
changes occurring at m1, such as (m1, e0)/m2, (m1, e1)/m3, can
be a process of perceptual discrimination about something by the
self. If we use the state concept, the differences to be discriminated
are differences in the state of something. Measurement is a caus-
ative discrimination process by ameasurer between different states
of an object (Rosen, 1977, 1978). Measurement requires the same-
ness of the subject's state as a reference state (e.g., m1 in the
example) to detect an object's state difference. As long as any
measurement of objective differential states involves this discrim-
inative response or cognition by the self, the derivation of E0 by
inverse causality is itself a measurement process.

The operation of inverse causality on M (denoted as ICM) is
represented as follows: given a sequence M, if there are n different
state changes from the same state (my) to different states (mz1,mz2,
…,mzn), wheremymay be identical tomzi, implying no change, the
ICM operation generates symbols that refer to the external reality's
states, e1, e2, …, en, for each of these state changes (my/mzi;
1 � i � n) at the time points when my occurs. From the meta-ob-
server's viewpoint, if the ICM-operated sequence is replayed in the
ordinary time direction, it represents the process in which the self
in my discriminates between different states of the external reality
(ei) (Fig. 1). The inverse-causality operation requires several prop-
erties of the self that are not explicit in the above argument,
including memory and function, to operate on the registered states
and generate new states. This point is not discussed in this paper.

This derivation of the external reality is based on an objective
principle involved in the measurement process in science, without
recourse to the semantic contents of individual percepts. This
process is based on a logic similar to that for the it-from-bit concept,
in that perceptual differences (not semantic contents) generate
symbols that refer to a reality that is foreign to the self (M), inwhich
the reality is not assumed to exist independently of the self,
although the above process is not exactly the same as the it-from-bit
Fig. 1. Inverse causality on M sequence generates external reality's symbols (ei). After
the operation is completed, the process can be seen in the ordinary time direction
(arrows) from the meta-observer's viewpoint.
process discussed in section 3.4.2.
Bateson (1979) defined information as “any difference that

makes a difference.” This definition appears to presuppose two
entities as given, between which differences are related. As stated
above, there is circularity between realization and observation.
From a first-person viewpoint, we started from phenomena or data
occurring to the self, constructed a reality model, and then un-
derstood the interaction between the phenomena and the reality.
Once the self derived such symbols (E0 ¼ {e0, e1}), there were two
entities, the self and its external reality (or the environment of the
self), from the meta-observer's viewpoint, although the self can
realize the reality only through its interior symbols.

3.3. Inverse causality at whole level (ICW)

We notice that seq. (2) does not fulfill the unique successor
principle at the whole level, although it does for the determination
of the succeeding elements of M. Consider “m0/(m1, e0)”, and
“m0/(m1, e1)” in seq. (2). If we focus only on the elements of M,
they are “m0/m1” and “m0/m1”, respectively; where is no
violation of the unique-successor principle. However, if it is viewed
from the holistic view, the sequence violates the principle. There-
fore, inverse causality is used again for seq. (2) at the whole level
(denoted as ICW). To fulfill the unique-successor principle, new
symbols, e2 and e3, must be introduced to the first and second m0.
Then, it gives

(m0, e2), (m1, e0), m2, …, (m0, e3), (m1, e1), m3, (3)

where the underlined parts were modified.
By operating ICW, the symbols referring to the external reality E1

are found, whose state set E1 ¼ {e0, e1, e2, e3}. Here, M in m0
changes to m1 whether E is in e2 or e3. This implies that M in m0
does not discriminate between e2 or e3. Introducing new symbols
such as e2 and e3 to refer to the external reality's different states is a
realization process by the self. After this process is completed, we,
as a meta-observer, can see the resultant sequence as a process in
which the self cannot discriminate between different states, e2 and
e3, because it changes from m0 to m1, and then it discriminates
between different states, e0 and e1, changing to m2 or m3,
respectively. The inverse causality (if F(a)s F(b), then as b) is the
contraposition of the unique-successor principle (if a ¼ b, then
F(a) ¼ F(b)). (Note that this principle does not exclude the case
where different elements are followed by the same element; that is,
F(a) ¼ F(b) when a s b.)

We still have the difficult issue of whether the existence of the
external reality is justified by ICM/ICW. In a sense, it is hypothetical.
However, the derivation is deduced from data using a logical rule
used in scientific measurement. Therefore, it may be reasonable to
claim that ICM or ICW discovers the external reality, as long as it is
defined as what is directly or indirectly measured by the self (not as
what is observed). If the self attempts to step out of a solipsistic
world, the ICM assumptionwould lead it to a positivistic world, and
then the ICW assumption would lead to a realistic deterministic
world. Although it has been a significant issue in philosophy, as well
as in science, to understand how the self can know (realize) the
external reality, one possible approach to this issue, without
necessarily being a resolution, is to make explicit assumptions in
building the worldviews.

3.4. Interpretation of realization by ICW

Although ICW derives symbols referring to the external reality
as a whole, it remains unclear how the self can differentiate the
reality into individual objects situated in an interior space-time



Fig. 2. Inverse causality at whole level generates additional, external reality's symbols
(ei’). After the operation is completed, the process can be seen in the ordinary time
direction (arrows) from the meta-observer's viewpoint.
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framework. Instead of addressing this difficult problem directly
fromwithin the self, the following discussion utilizes the strategy of
giving possible interpretations of the ICW processes hypothetically.

We can represent the above case of reality construction by ICW
(seq. 3) in a general form. Let us consider the following case, in
which the self changes in state, such as mx/my/mz1, mz2, …, or
mzn (Fig. 2). As before, using inverse causality forM (ICM) generates
the symbols ei (2 Ey; 1 � i � n) at time pointsmy. By using inverse
causality again on this sequence (ICW) to fulfill the unique suc-
cessor principle at the whole level, additional symbols eiʹ (2 Ex;
1 � i � n) are generated at the time points when mx occurs.

How then can the self interpret the process when completed? In
other words, what does this introduction of new symbols (Ex)
imply to the self? We can interpret how and why this process oc-
curs in several ways from a meta-observer viewpoint. Using the
example of seq. (3), let us discuss somemajor interpretations of this
process.

3.4.1. Interpretation 1
Suppose that the external reality is a localized material entity.

When the material object takes on the state e0 or e1, it exists within
the same locality in physical space with the self in m1 (Fig. 3).
Fig. 3. Different states (e0, e1) of entities located within this locality can be discrim-
inated by the self. Arrows show temporal changes. The dotted circle shows a local area
for the self in m1.
Therefore, the self can causally discriminate between them. How-
ever, the object positions e2 and e3 are located outside the locality,
and therefore, the self in m1 cannot discriminate between them.
When the object moves toward the local area of the self (e2/e0, or
e3/ e1), the self can now discriminate between the positional
differences, e0 and e1 (it is also possible that the self is moving
toward the object).

3.4.2. Interpretation 2
Suppose that the external reality is composed of two material

entities. One is a measurement device, positioned in the locality of
the self, and the other is an unknown object, whether in the locality
or outside the locality. As illustrated in Fig. 4, let us rewrite seq. 3 by
replacing “the external reality state” with a tuple of the states for a
device and an unknown object, which gives the sequence of the
whole states, “(self state, device state, unknown object state)”, such
as

m0; e2a; e2bð Þ; m1; e0a; e0bð Þ; m2;…; m0; e2a; e3bð Þ;
m1; e1a; e1bð Þ; m3; …;

where e2 ¼ e2a; e2bð Þ; e3 ¼ e2a; e3bð Þ; e0 ¼ e0a; e0bð Þ;
e1 ¼ e1a; e1bð Þ:

It should be noted that the device state is the same (i.e., e2a) in
both e2 and e3, which is required for the measurement to work;
m0/m1 occurs for the device state of e2a, implying that the self
experiences that the external state is the same (such as “the device
state is the same”), whereas the object takes on two different states
(e2b or e3b). The same cognition (m0/m1 in this case) includes
“the same experimental setup,” or “the same initial conditions in
this experiment” for example. The device changes its state from e2a
to e0a or e1a by discriminating between different states of the
object, i.e., e2b and e3b (Fig. 4). The self can discriminate the states
of the device (e0a and e1a), although it cannot do so between the
object states (e2b and e3b).We can divide the device intomore than
two intermediate parts of a measurement system between which
discriminations occur between different states of one part by
another serially in time. To summarize, the self discriminates be-
tween different states of the unknown object indirectly by
discriminating between the different states of the measurement
device that directly interacts and discriminates the object's states.
Fig. 4. Detection (realization) of object by means of discrimination mediated by
measurement device. Object state-changes are not shown in this diagram.
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That is, the self obtains a bit about the object (e.g., the detection/
non-detection of a photon) mediated through the device. As
Wheeler stated, an elementary quantum phenomenon is “the
elementary device-intermediated act of posing a yes-no physical
question and eliciting an answer.” In the previous works (Nakajima,
2001, 2013), the it-from-bit process was described as equivalent to
ICM, which is not correct. It is equivalent to ICW.

Many quantum physicists believe that our universe is indeter-
ministic, although determinism and indeterminism are both
metaphysical hypotheses that cannot be empirically determined
(Nakajima, 2013). However, as far as we measure the states of
something, quantum entities or anything else, using a measure-
ment device, the “something” thus constituted is done under the
assumption that the world fulfills the unique-successor principle.
In other words, device-mediated measurement is equivalent to the
ICW process, which is equivalent to the contraposition of deter-
minism. This result seems to have a serious implication for science.
It requires us to accept determinism as long as science constructs
reality models of nature based on empirical supports from mea-
surements using devices. This fact has not been clearly recognized
so far in modeling natural phenomena.

However, we need to consider this implication carefully,
because it does not imply that the future can be determined or
predicted using data (percepts) from the past. This is because the
deterministic state-sequence can be constructed for past events that
have already happened. In other words, an M sequence will
continue to generate new elements toward the future, which may
possibly violate the unique-successor principle. In this sense, the
world is open (i.e., indeterministic) to the future (Popper, 1982;
Matsuno, 1996) or surrounded by an acausal environment (Rosen,
1991). Nevertheless, the fact that device-mediated measurement
is logically equivalent to determinism poses the new problem of
evaluating the role of determinism in modeling nature from data.
3.4.3. Interpretation 3
If we understand that mental states occur in a manner that

depends on a particular sensory system, whose states occur in a
manner that depends on the entities measured, thenwe can obtain
another interpretation by slightly modifying the second one. It
replaces the measurement device with a body that includes sense
organs and neural systems, and replaces the unknown objects with
the material objects around us, such as books, pens, and PCs.
Without ICW, a brain cannot even realize these things surrounding
us.
3.5. It-from-bit and Shannon's information in ICM/ICW process

In the realistic worldmodel by Shannon, there are two entities, a
subject that receives information about an object, which can take
on various possible states in the form of a “message.” Shannon's
information is not something conveyed by individual messages. It
concerns the number of yes/no distinctions used to determine one
message out of all of the possible ones. When a person receives a
message that determines one among N possible states, the uncer-
tainty of N possibilities (called entropy and formalized as log2N, the
logarithm of the number of yes/no distinctions) is then reduced to
one by receiving the message. Here, the information relates to
making a distinction, and the degree of uncertainty relates to the
number of distinctions needed to determine the object. According
to this interpretation, the amount of information is defined by “the
degree of uncertainty before receiving information (log2N)” minus
“the degree of uncertainty after receiving information (log21),”
which is equal to log2N, where N possibilities are reduced to one by
the information (i.e., the distinction made by reading the message).
If the message is less discriminative, or less specific, containing N0

different possibilities (N’ � N), then the amount of information
becomes log2 N � log2N’ ¼ log2N/N’ ¼ �log2p, where p is the
probability of the subset of states that the message defines (N’/N),
under the assumption that each of N possibilities has an equal
probability, 1/N. In general, if state i occurs with a probability of pi
(1 � i � N), then the entropy (H) is defined as the mean of the
entropy for each state occurring at probability pi, H ¼ �P

i pilog2pi.
In the previous argument, ICM constitutes the symbols e1, e2,…,

en by the perceptual state changes, my/mz1, mz2, …, or mzn,
respectively (Fig. 1). For each change,my/mzi, the external state at
time points ofmy is specified in a one-to-one correspondence. After
the ICM operation is completed, the process can be replayed, or
interpreted in a realistic model, in the ordinary time direction,
which exhibits a process similar to the above process in Shannon's
formalization. There are n possible states of an object, and an
observer discriminates between them by a particular cognitive
change such as my/ mzi. By this cognition, the uncertainty
(H ¼ log2n) is reduced to 0 (H ¼ log21).

The ICW process constitutes an undetectable object (Ex) medi-
ated by a constituted object (Ey); that is, the self in my constitutes
Ey by the ICM process, and then constitutes Ex from Ey by ICW. If
this process is replayed in the ordinary time direction (see the ar-
rows in Fig. 2), it shows that the self in mx cannot discriminate
between e10, e20, …, en0 (i.e., mx/my). In terms of Shannon's in-
formation, the self obtains no information about the external re-
ality (in terms of ICM/ICW, “mx/my” cannot constitute Ex). There
is a one-to-n correspondence in state between the self and the
environment at the time points of my, implying that the uncer-
tainty (H) is log2n. This one-to-n correspondence then changes to a
one-to-one correspondence (i.e., H ¼ 0).

This process of nondiscrimination followed by discrimination in a
replayed ICW process can be related to chance events for the
observer. An observer in statemx observes an object, and changes to
my. This state change (“mx/ my”) indicates a cognitive “event”
about the object occurring to the self. If the same cognitive event
(mx/my) occurs repeatedly, and if the following events vary, such
as my/mz1, mz2, …, or mzn, this one-to-many correspondence in
event occurrence appears to the self as uncertainty about the object.
4. Realistic world model from meta-observer viewpoint

The replayed process of the ICW-derived sequence (Fig. 2) can
occur within the self, which does not describe a process in a real-
istic world composed of many objects. The ICW model is modest
and limited in its power of explanation (section 3.4), because it is
constructed based on a given perceptual sequence of the self; it
removes meaningful contents from perceptual states; and it does
not explicate how symbols for the derived external reality can
differentiate into those for component objects. However, the ICW
model suggests a general aspect of a material entity required for
building a realistic model of the information process. Namely, any
entity, including the self, has a state at everymoment of time; it can
change its own state, and can change the state-relation to other
entities by discriminating between their states. A better approach
to a comprehensive theory of information requires modeling a
subject-based world (system) model axiomatically by standing out
of the self, based on the general aspect of the material entity, in
which material entities are described as the subjects of motion or
action.
4.1. Material entities and observers

The relationship between an observer and an observed system



Fig. 5. Three types of observers. Dots indicate material entities, including living sys-
tems, whose arrows show their temporal changes in state (not necessarily velocity).
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may include various situations (Fig. 5). First, given a world, which
includes every material entity, living or non-living, in the universe,
the meta-observer as a theoretical construct describes this world
from outside. Scientists exist within the world, and observe
objective systems of interest. There are at least two kinds of ob-
servers: external and internal observers. The external observer
observes a set of entities from outside the boundary of an observed
system. The boundary is made based on the degree of interactions.
Although by definition the external observer does not causally
affect entities within the boundary, entities located outside the
boundary may affect the behavior of entities within the boundary,
like noises, which cause indeterministic behaviors of the observed
entities, even if the whole world is completely deterministic. An
internal observer, usually a scientific observer, is located within the
observed system, in which the observer interacts internally with
the entities comprising the system. For example, quantum physical
observations usually affect the observed system, in which obser-
vation is a material process within the observed system. From this
meta-observer viewpoint, the phenomenological process can occur
within the internal observer. Although, from a phenomenological
viewpoint, this whole scheme (Fig. 5), or any other kind of
observer-world model, can occur in a mental process of the self.

4.2. Working definition of information

According to Young (1987), for hundreds of years prior to its
entry into modern science, the word information had come to
mean knowledge. However, after the early 1950s, in many scientific
fields, “information” began to mean a certain kind of material
process, in addition to meaning knowledge. Since then, various
meanings have been attached to this word, such as imbuing form or
shape to an object; putting in proper form or order; and arranging,
composing, and giving form to the mind. The words related to the
concept of information range between the epistemic and ontic
(materialistic) realms. They are all important in describing the
natural processes of physical, chemical, and biological entities, as
well as realizing the reality in science.

Although we have not yet reached a common definition of in-
formation, we can find a common aspect of nature underling a
variety of these information-related words. Here, a working defi-
nition of information is given as follows: information is the state
change of an entity that occurs in relation to the state of another
entity, i.e., a relational state change between two entities, including
particles and fields, in which the state can include internal states
such as the pattern, form, or structure of an entity (see section 5.1).
A pattern (form, structure) itself is not information. Similarly,
stored memory and knowledge are not. Their change in relation to
another entity (such as relational pattern formation, memorizing,
knowing) is information. Here, the terms “knowledge” (or
“knowing”) and “observation” (or “observing”) are used inter-
changeablydthe use of knowledge does not necessarily connote its
truth or justification, which includes incomplete knowledge about
objects, although philosophers clearly distinguish knowledge from
belief (e.g., Salmon, 1967).

Information has both qualitative and quantitative aspects. The
qualitative aspect of information describes the specificity of a
consequent relation by a relational change in response to the
other's state; and the quantitative aspect describes the degree to
which it is specified. Barbieri (2013) emphasized that organic
(biological) information, observed in DNA replication or translation
processes, is specificity, which is nominable, but cannot be
measured, unlike Shannon's physical entropy. Although this char-
acterization is suggestive and important, we need to incorporate
both aspects of information into a single theory to effectively
comprehend biological processes.

Relational state changes can occur between the following re-
gions: (i) betweenmaterial entities within an observer system (e.g.,
DNA replication occurs between DNA, deoxynucleotides, and
enzyme proteins; fromDNA through RNA to proteins in translation;
from sense organs through neural networks to a brain); (ii) be-
tween an internal observer (scientist) and material entities within
an observed system (e.g., between a researcher, measurement de-
vice, and quantum object); and (iii) from an observed system to an
external observer (scientist) (e.g., from a DNA sequence to a
researcher who reads it; from interacting material objects to
physicists in a classical physical experiment) (Fig. 5). Finally, we add
it-from-bit information as a unique case of the above definition,
which is an inverse process of constituting a reality (or a reality
state) as relational to a given subject's state change.

Information processes occur at various spatiotemporal levels of
natural hierarchy; in biology, these levels include molecular or
lower entities, cells, organisms, groups of organisms, ecosystems,
evolving populations forming lineages, and phylogenetic patterns
(Salthe, 1985; Nakajima, 2004). The following argument focuses on
the material information process at a particular level of a nested
biological hierarchy, not on the processes that cross between
different levels of the hierarchical organization.

5. Information and probabilities of events

This section describes a general mathematical framework that is
applicable to the process of producing relational changes in state or
a state-pattern between entities (i.e., information), with a partic-
ular focus on (i) how a relational state change can occur between
material entities and (ii) how such a relational state change can
determine the probabilities of events occurring to a subject entity
in interaction with the environment.

5.1. Cognizers-system model

As previously demonstrated (section 3), the ICM/ICW process
constitutes symbols referring to the external reality (set E), given a
temporal sequence of percepts (M with set M). The consequent
constituted sequences are generated downstream of M, i.e., within



Fig. 7. Schematic diagram of cognizers system, composed of focal cognizer, C1, and its
environment, E. The environment is a cognizer, which may be composed of many
cognizers such as C2, C3, …. Arrows indicate temporal state-changes of component
cognizers by cognition, which is formalized as fC1(ci, ei)¼ cj; fE(ci, ei) ¼ ej (i ¼ x, j ¼ y in
the figure). The state transition of the entire system is given as …, (ci, ei), (fC1, fE) (ci, ei),
(fC1, fE)2(ci, ei), …, where “(fC1, fE) ()” is defined as (fC1(ci, ei), fE(ci, ei)).
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the self. Extending this model hypothetically, a world that includes
the self and external reality can be modeled from a meta-observer
stance. As such a model, the cognizers-system model (CS model)
may be useful to describe the information processes within a ma-
terial world, including the processes between material entities
within an observed system and between an internal or external
observer and an observed system (Fig. 5) (Nakajima, 1999, 2007,
2013). In the CS model, the world is composed of material en-
tities, called cognizers Ci (Fig. 6). The meta-observer describes the
model, which does not interact materially with the world. Internal
and external observers are also cognizers within the world. An
internal observer is a cognizer that can interact with cognizers
within the observed system. An external observer is a special case
of a cognizer that does not affect the observed system, at least
during the period of observation. However, an external observer
can interact with the observed system because of its materiality
when setting up experimental systems and giving them a particular
initial condition.

The CSmodel is summarized as follows. Each cognizer takes on a
particular state at everymoment, and its state changes according to
the current states of the cognizer itself and all other cognizers in the
world (“all other cognizers” are also called the “cognizers in the
environment” or “environmental cognizers”), based on the cog-
nizer's properties (formalized with motion function fci), which
uniquely determine the succeeding state in time. Consider a focal
cognizer (C1) with motion function fc1 and state space C1, and the
environment (E) with motion function fE and state space E (Fig. 7).
C1 in state cx changes to cy, i.e., fC1(cx, ex) ¼ cy, and E in state ex
changes to ey, i.e., fE(cx, ex) ¼ ey, where fC1: C1 � E / C1 and fE:
C1 � E / E. (In this paper, italicized capitals are used to denote
cognizers, and bold-faced capitals denote their state sets. A space
means a set with a particular topological structure such as
distance.)

In this formalization, a cognizer's state-change from ci to cj
(including i ¼ j, implying no change) is called “cognition.” Like a
Fig. 6. Material entities are formalized as cognizers, which include internal and
external observers, shown in Fig. 5, as special cases. Circles represent cognizers, and
arrows indicate their state changes in an abstract sense, not velocity. State includes
internal states (e.g., memory, structure) for cognizers that are composed of many
cognizers at a lower level. The whole world is described as a deterministic system by
the meta-observer.
perceptual sequence of M (section 3.1), cognition cx/cy may be
divided into micro-scale processes such as cx ¼ cx1, cx2, …, cxk and
cy ¼ cy1, cy2,…, cyk, where ci ¼ cj, if and only if cih ¼ cjh (1 � h � k).
The CS model is a deterministic system in order to clarify the
mechanism of how a chance event can occur to internal entities
(Nakajima, 2013). However, if we want to model an observed sys-
tem that interacts with the outside unspecified entities (e.g., noises)
within the whole world (Fig. 5), it is possible to construct an
indeterministic CS model by incorporating an unspecified entity
into the model, which affects component cognizers indetermin-
istically from outside the system.

If the environment is composed of n�1 cognizers, then ex is
represented as a [n�1]-tuple of the states of these n�1 cognizers
(C2, C3,…, Cn) existing in the environment, such as ei ¼ (c2i, c3i,…,
cni). Here, “ei” indicates “the state of cognizers in the environment”
(or simply, the “environmental state”). The relation between two or
more cognizers (C1, C2,…) can be defined in terms of subsets of the
direct product (

Q
Ci) of their state spaces (Ci).

Furthermore, each cognizer can be modeled as made up of
cognizers at a lower level. For example, an animal is modeled as
composed of sub-cognizers such as a brain, sensors, neural systems,
and effectors. By doing so, a focal cognizer can be realized as con-
sisting of component cognizers that inter-cognize one another. In
this case, the internal states of a cognizer can be defined in terms of
subsets of the direct product of the state spaces of the component
cognizers (Appendix 1). Such internal states include memories and
organizational structures. In this paper, living systems (or living
entities) are viewed as cognizers because they are composed of
many parts, although the use of “system”might be terminologically
confusing in the scheme of Fig. 5.

The CSmodel focuses on two general aspects of the properties of
a motion function: selectivity and discriminability. Selectivity is an
aspect of a cognizer's property regarding which state a cognizer
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selects (determines) as a succeeding state under a given environ-
mental situation. When C1 in state cx changes to cy when the
environmental state is ex, C1 in cx selects cy to E in ex. Similarly, E in
ex selects ey to C1 in cx. Therefore, selectivity focuses on the aspect
of the motion function that affects the relationship between a
subject cognizer and its environment through interaction (inter-
cognition). Selectivity relates to the value and meaning in the
framework of the CS model, which will be focused on later (section
6.3).

Discriminability is another aspect of a cognizer's property and
relates to the ability to discriminate between different states of the
environment. When C1 in state cx changes to different states
against different environmental states, ex or ex’, C1 discriminates
between ex and ex’ (i.e., fc1(cx, ex) s fc1(cx, ex’). It should be noted
that cognition in the CS model is not identical with discrimination;
the former includes both discriminative and non-discriminative
state changes against different environmental states. In terms of
selectivity, discrimination can be expressed as selecting different
succeeding states in response to different environmental states.
Therefore, selection and discrimination can be understood to be
different aspects of the same process of cognition.

When viewed from the ICM/ICW model, cognizers and their
motion functions are hypothetical constructs that may not be
derived uniquely from a finite set of perceptual sequences obtained
in the past, and therefore, may not be justified as true (Hume,1777/
1902; Salmon, 1967). However, such a formal model seems to be
essential to give a mechanistic explanation for observations in
science (Cassirer, 1923). From the viewpoint of the CS model, the
ICM/ICW model can be understood to be a special case of the
former model in that the ICM/ICW model describes only a single
cognizer or its part, whose state-change process can be situated in
the entire system of cognizers, as interpreted in section 3.4.

5.2. Discrimination between patterns

In the above definition, discrimination concerns the state dif-
ferences of all of the environmental cognizers. Generally, there are
many cognizers comprising the environment, such as C2, C3, …, Cn
as above. Therefore, we need to consider the application of the
discrimination concept to individual cognizers in the environment.
Let us consider a simple example of three cognizers {C2, C3, C4}
comprising the environment, each of which can take on two states
{0, 1}. There are 23 different states ({e1, e2, …, e8}) for the envi-
ronmental cognizers for a focal cognizer C1 in state cx (Fig. 8). Here,
the focal cognizer's cognitions (responses) to the environmental
Fig. 8. There are 23 different states ({e1, e2, …, e8}) of environment composed of C2, C3, and
cognizer in cx cognizes each of these eight environmental states, and it changes to a succeed
response to the environmental states are classified using the different colors of the table row
the focal cognizer C1. Only four cases are shown (AeD).
states are classified using different colors for the table rows in
Fig. 8; in other words, the sates (ei and ej) with the same color are
not discriminated between by the focal cognizer C1. If the focal
cognizer discriminates every environmental state (ei) from the
others (ej, is j), this discrimination occurs for all three cognizers in
the environment (Fig. 8A). However, as in the case of Fig. 8C,
discrimination occurs for only C2, because the cognizer's responses
are determined only by whether C2's state is 0 or 1, irrespective of
the others' states. Fig. 8B shows an intermediate case, in which the
focal cognizer discriminates between different states of only C2 and
C3. Fig. 8D shows that the discrimination occurs for all three cog-
nizers, but only e8 produces a different cognition, while the other
seven states are not discriminated.

Notably, the environmental states can be described as patterns
of the states assumed by the component cognizers. This is also true
for the focal cognizer's states. A cognizer composed of more than
two component cognizers has internal states such as memories of
experiences that have occurred. Therefore, the cognition of a focal
cognizer (cx/cy; fc1(cx, ex)¼ cy) involves a correlated change in an
internal pattern/structure with the environment, which is an in-
formation process, as previously defined (section 4.2.).

As before, internal and external observers are also cognizers
within the world (Fig. 6). Since an internal observer interacts (or
inter-cognizes) with entities within the observed system, the
formalization is the same as previously given. For the external
observer, the environment is the observed system, and component
entities within the environment do not discriminate between
different states of the observer. Information flows in one direction,
from the observed system (the environment) to the observer.
Therefore, the motion function of the observed system in this case
can be modified as follows: fE(�, ei) ¼ ej, where “�” indicates a
constant, or simply as fE(ei) ¼ ej, where fE: E / E.

5.3. Local causality and choice of objects for discriminative actions

The patterns involved in discrimination (Fig. 8) can be related to
the local causality. Discriminability is related to the locality of the
state space of the cognizers, under the assumption that causation
can occur between entities only in the physical locality, known as
local causality, which has been widely accepted in physics. In the
case of Fig. 8C, it can be interpreted that the focal cognizer shares
the same locality with cognizer C2, but might not with others, C3
and C4 (although the determination of the latter point requires the
discriminability of C3 or C4 regarding C1 states). Note that
“discrimination” in the language of the CS model refers to
C4, with each taking on two states (0 or 1), for focal cognizer C1 in state cx. The focal
ing state. According to the succeeding states, the cognizer's discriminative cognitions in
s; the states (ei and ej) shown using the same color are not discriminated between by
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discrimination between different states of a given entity, not be-
tween the presence and absence of a given entity within the sys-
tem. However, the latter case of discrimination can be represented
as discrimination between an entity's state within the same locality
and states outside the locality.

The patterns (Fig. 8) can be related to another factor, i.e., the
choice of objects for discriminative actions by a focal cognizer.
Suppose that C2, C3, and C4 all exist in the same locality of a focal
cognizer's position. A comparison between Fig. 8A, B, and C sug-
gests that the focal cognizer (C1) chooses the object cognizers (C2,
C3, and C4) for taking discriminative actions: C1 chooses C2, C3, and
C4 in 8A; C2 and C3 in 8B; and only C2 in 8C. Here, “choose” is used
instead of “select” because the latter is used to mean the deter-
mination of a succeeding state in the CS model (section 5.1). As
previously quoted, Uexküll emphasized that every animal selects
(chooses) stimuli from the general influences of the outer world. In
other words, an animal chooses a particular subset of entities in the
environment, to which it acts appropriately (i.e., selectively) by
discriminating between their states. This choice implies that the
subject responds to a particular pattern of the environment in a
particular way, which is an information process within the world,
constituting an internal model of the external reality for the subject
organism.
5.4. Probability of events in CS model

Although it has been widely recognized that the events occur-
ring to a given actor such as a living system are affected by the
interaction between the actor and the environment, none of the
traditional theories of probability can effectively deal with the
probabilities of the events occurring to the actor (Nakajima, 2013).
In the deterministic CS model, the probabilities of the events that
occur to a focal entity are explained as follows. As shown in Fig. 9, a
focal cognizer C1 in cx does not discriminate between different n
environmental states ({e1, e2,…, en}) and changes to cy (i.e., cx/cy
for e1, e2,…, en). Likewise, the E in each state (2 Ex) changes to the
succeeding states of the environment (2{e10, e20,…, en0} ¼ Ey). The
focal cognizer's cognition (cx/cy) is a conditional event, which is
repeated in the entire cognizers system; under this conditional
event, a variety of events occur subsequently: C1 in cy encounters
n different environmental states (2 Ey), then it changes to cz1 for
e10, e20, e30, or to cz2 for e40, e50, …, en0; in other words, C1
discriminates between states belonging to two subsets,
Ey1 ¼ {e10, e20, e30} and Ey2 ¼ {e40, e50, …, en0}, but not between
elements within the subsets. C1 experiences two events as
Fig. 9. Mechanism for generating uncertainty of event occurrence to focal cognizer in
CS model. Non-discrimination (cx/cy) between differences (e1, e2, …) brings about
uncertainty of events (cy/cz1 or cz2) to a focal cognizer in cx.
cognitions, cy/cz1 at a probability of 3/n and cy/cz2 at a
probability of (ne3)/n; the former cognition corresponds to Ey1,
and the latter cognition corresponds to Ey2. This process defines
the probabilities of events that occur to a material entity in
interaction with the environment, which is conceptualized as the
internal probability in the sense that the probability of an event
occurring to an entity is internal to the system (Nakajima, 2013).
The internal probability can be measured in terms of the relative
frequency of an event that follows a particular cognition in question
(cx/cy) during a given state sequence of the system.

In this process, if C1 has a different ability to discriminate be-
tween the states (2Ex) (for example, cx/cy1 for e1, e2, e4, and
cx/cy2 for others), then the consequent environmental states that
C1 encounters under each conditional event would become
different; an increase in discriminability reduces the size of the
state set, i.e., uncertainty. Therefore, the discrimination ability of
entities is an important property that affects the probabilities of the
events occurring to them. The role of the discrimination ability of
entities in organization and adaptation is widely recognized in
biological systems, ranging from molecules through cells to or-
ganisms (e.g., Wolfenden, 1972; Koshland, 1973; Fersht, 1987;
Stewart and Dahlquist, 1987; Lerner and Tramontano, 1988;
Dusenbery, 1992). The above formulation of internal probability
can also be used when considering the internal states of a cognizer
(Appendix 1).

An “event” should be defined in the framework of the CS model.
As before, ci/cj is called cognition. However, cognition occurs at
the same time as an event to the cognizer, because the cognition
(cx/cy) corresponds to the environmental states of Ex, which
implies that cx/cy refers to the environmental states (2Ex) that
occur to C1. Therefore, a particular cognition defines a particular
event in relation to the environment for the subject. For example,
when tossing a coin repeatedly, we observe two events, heads or
tails, but each of these events includes many states of the envi-
ronment (including the coin and a table). We observers recognize
these in terms of two subsets, “heads” and “tails.” In other words,
cognitions partition the environmental states (e.g., Ey) into equiv-
alence sets (e.g., Ey1 and Ey2), with each corresponding to a single
event occurring to the subject. This partitioning can vary according
to the subjects. This definition of an event is compatible with the
definition of events in the mathematical theory of probability.

Here, it is useful to compare the event concept with a mea-
surement by ICM (Fig. 1), in order to understand the difference
between a phenomenological view and a meta-observer view in
the CS model. In an ICM process, the inverse causality on a given M
sequence (interpreted as measurement) generates the external
reality's symbols ei at the time points of my, from my/mzi
(1 � i � n) (Fig. 1). my/mzi are phenomenological events for the
self, referring to events concerning the external reality as ei. In the
CS model, an event is a subset of the environmental states whose
elements cannot be discriminated between by the focal cognizer
(who is ignorant about them) in that state. Therefore, ei in the ICM
process corresponds to a subset of the environmental states such as
Ex, Ey1, and Ey2 in the CS model.

Finally, the internal probability (the measure of certainty of an
event occurring to a material entity) can be extended to an overall
collection of cognitions for a focal cognizer, including different
conditional cognitions, in order to indicate how often the cognizer
experiences an event in question in the total population of events
occurring during a given state sequence of the system (Nakajima,
1999: p88-89; Nakajima, 2013: p76). To avoid conceptual confu-
sion, let us call this measure as the overall internal probability
(Poverall), and the measure relative to a conditional cognition (such
as cx/cy in Fig. 9) as the cognition-based internal probability (Pcog).
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5.5. Increase in probabilities of favorable events by semiosis

Semiosis is an adaptive mechanism of living systems used to
maintain an appropriate relationship with the environment
(Uexküll, 1926, 2010; Salthe, 2001, 2014; Hofmeyer, 2007;
Nakajima, 2007). However, we have not reached a comprehensive
mathematical model for adaptation by semiosis in biological sys-
tems. Here, an attempt is made to represent some aspects of se-
miotic processes by focusing on the increase in the probabilities of
favorable events by semiosis using the CS model. The general
scheme of internal probability formalized in Fig. 9 (section 5.4)
does not make explicit the topological structure (i.e., distance) of
the state spaces of cognizers. However, the discriminability of
cognition is fundamentally affected by the distance between the
positions of focal and target entities. Semiosis connects local and
nonlocal processes as follows.

Consider a focal cognizer C1, and assume that C1 needs to have a
certain state relationship with cognizer Co. Under the assumption
of local causality, C1 cannot discriminate between different states of
Co when its position is outside the locality of C1. However, if a
certain cognizer (Cs) is within the locality, whose states are corre-
lated with Co's state by discriminative and selective actions (cog-
nitions) between them, C1 can discriminate between the different
states of Co mediated by the discrimination between the different
states of Cs as a sign. In the discussion using Fig. 8, we can consider
another case in which there is a correlation between the states of
environmental cognizers (C2, C3, and C4) (Fig. 10). In this case, the
states of C2 and C4 are correlated. Therefore, if the focal cognizer
cognizes C2 states, these uniquely determine the C4 states, whereas
the relationship is random between C2 (or C4) and C3. Therefore, if
C2 (or C4) is an important object for C1 to survive, C4 (or C2) plays
an important role in the survival of C1 within a world of local
causality.

Generally, there are many entities within and without the lo-
cality of a focal subject, and there may potentially be many entities
in a given locality of the subject that are significantly correlated
with non-local entities. Semiotic action involves a choice of a
particular local entity (or a subset of local entities) that is correlated
to non-local entities (such as natural enemies, resources, or mates)
relevant to the subject entity's activity of system main-
tenancedthese relevant entities vary according to the subject
living system. The semiotic action enables living systems to
discriminate between state differences of their non-local sur-
roundings by local causality, which is one of the most important
biological properties of living systems as teleonomic systems. The
signal and tag information in molecular biology may be a similar
Fig. 10. Environment of focal cognizer C1 is composed of C2, C3, and C4, taking on 0 or
1. e1, e2, e3, and e4 are the states of the environment that actually occur in the system,
in which the states of C2 and C4 occur dependently. C1 can use C2 as a sign for C4, and
vice versa.
mechanism (Holland, 1995, 2012).
The “relational state (or state-pattern) change between two

entities” given as a working definition of information (section 4.2)
requires at least two entities. However, in the above process, there
are three entities: a subject (C1), second entity in the locality (Cs),
and third entity outside the locality (Co). Peirce highlighted this
triadic relation between entities (including mental concepts) in his
semiotics. In Peircean semiotics (Chandler, 2007), sign is the unity
of the following three concepts: (i) the representamen (how the
object is represented), sometimes called the sign vehicle (or simply,
sign; which is similar to Saussure's signifier, e.g., the sounds of a
word) (Saussure, 1916/2013); (ii) an interpretant (how the object is
represented), which is similar to Saussure's signified (e.g., the
concept of a word) and is related to how the focal cognizer cognizes
other cognizers (i.e., how to act/move); and (iii) an object (what is
represented, a referent). The interaction between the representa-
men, interpretant, and object is called semiosis. Although Peirce's
object can include abstract concepts and functional entities, the
Peircean model explicitly allocates a place for materiality and re-
ality outside the sign system, which Saussure's model did not
directly feature (Chandler, 2007). Hoffmeyer (2007) called such a
sign-mediated adaptive process “semiotic causation,” which oper-
ates through the mechanisms of material efficient causation.

6. Information and entropy

In this section, the framework of the CS model is used to explore
(i) how a relational state change can reduce the uncertainty of the
environment for a subject entity by introducing the concept of in-
ternal entropy, (ii) whether internal entropy is always decreased by
an increase in adaptation, and (iii) in what sense a relational state
change of entities (i.e., information) can have meaning.

6.1. Internal entropy: uncertainty and disorder of Umwelt

Uncertainty is based on the probability concept, but they are not
identical concepts. Probability focuses on a particular event, for
which the degree of certainty is measured under a particular con-
dition (Nakajima, 2013)dthe condition varies according to the
probability interpretation, which includes knowledge or observa-
tion in subjective (epistemological) theory, a collection of data or
events in frequency theory, an experimental setup in propensity
theory, a conditional cognition or action (cx/cy) for a material
entity in internal probability theory (Pcog), and a collection of cog-
nitions (events) for a material entity in internal probability theory
(Poverall). Uncertainty focuses on the diversity of events, with their
probability distribution occurring under a particular condition.
Shannon provided a measure for uncertainty known as entropy
H ¼ �P

i pi log2pi, where pi is the probability of event i.
The meaning of H may vary according to the interpretation of

probability. If pi is interpreted as the subjective probability, H
measures the uncertainty of events occurring to an external sub-
ject, whose values may change according to the degree of knowl-
edge. If pi is interpreted as the relative frequency, H measures the
disorder of the system behavior. There is a controversy in inter-
preting what entropy means in physics, concerning whether it is
epistemic or ontic (Denbigh and Denbigh, 1985; Ben-Naim, 2012).
This problem arises from the dual meaning of entropy in statistical
mechanics and information theory, which appears to have been
inherited from the duality of the probability concept, called the
Janus-faced character of probability (Gillies, 2000; Hacking, 2006).
Its epistemic aspect concerns uncertainty, while the ontic aspect
concerns disorder; these may correspond to regarding information
as knowing, which decreases uncertainty, and information as a
material process that decreases disorder of a system, respectively.
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Now, what if pi is interpreted as the internal probability of event
i? If it is the cognition-based internal probability (Pcog, section 5.4),
entropy measures uncertainty of events relative to a given cogni-
tion. This is denoted as the cognition-based internal entropy, Hcog.
Hcog can measure the uncertainty of the environment that a subject
experiences under a given cognition (cx/cy). In Fig. 9, Hcog is
calculated as (3/n)log2(n/3) þ ((n�3)/n)log2(n/(n�3)). This value
may differ according to the material properties of the subject and
the environmental entities. However, it cannot be affected by the
external observer's knowledge (or observation). In this sense, it is
objective. We can consider another type of internal entropy, based
on the overall internal probability (Poverall, section 5.4), which is
denoted as the overall internal entropy, Hoverall. If a cognizer expe-
riences only a single event following each conditional cognition
during a given period of time, no uncertainty exists of an event
occurring after each cognition (i.e., Hcog ¼ 0). However, even during
this period, the cognizer may experience different events at
different frequencies, yielding a positive Hoverall. For example, an
omniscient Laplace's demon that observes coin tosses will experi-
ence no uncertainty of consequent events under any given obser-
vation (Hcog ¼ 0). However, the demon experiences roughly 50%
heads and 50% tails in the coin-toss sequence, yielding Hoverall ¼ (1/
2)log22 þ (1/2)log22. Unlike the demon, cognizers can affect event
probabilities by discriminative and selective cognitions (actions).
For example, a skillful tosser can manipulate the coin toss to bias
the probabilities (Clark and Westerberg, 2009), in which Hoveral can
vary according to the tosser's preference. Like Hcog, Hoverall is also
determined by material properties of the subject, as well as envi-
ronmental entities and their interactions, although they generally
yield different values. Hcog and Hoverall can measure uncertainty and
disorder aspects of Umwelt, respectively, that a subject organism
experiences.

6.2. Internal entropy does not necessarily decrease by adaptation

In the CS model, knowing (observing) and action (movement)
are unified as a state change of the entity, called cognition, within
the observed system (Fig. 6). Therefore, what decreases the un-
certainty and what decreases the disorder of a system both arise
from the relational state change between two entities by the
discriminative and selective cognition/action of entities. Maxwell's
demon may illustrate this point (Maxwell, 1871/2001). This imag-
inary entity is described as an internal material observer, which
discriminates between different states of particles and acts on them
selectively to produce an ordered organization of the system.
Whether such a demon is physically possible or not is an empirical
problem, not a logical one. From a logical point of view, we can
learn from this thought experiment that epistemic information (i.e.,
the reduction of uncertainty by observation) is connected through
action with ontic information (i.e., the reduction of disorder by
pattern transmission), if knowing is a material process within the
system.

The cognitive ability of Maxwell's demon decreases both Hcog

and Hoverall, suggesting that biological adaptation decreases both
types of internal entropy because of discriminative and selective
action that increases the internal probabilities (cognition-based or
overall) of favorable events, while decreasing those of unfavorable
events (section 5.4). However, is it true? To answer this question, let
us consider an experiment involving taking a ball from a opaque
box. There are 10 balls, including seven red and three yellow balls,
in the box. A person repeatedly removes one ball and returns it to
the box after recording the color. Perceiving the ball's color is an
event occurring to the person, whose probability is the internal
probability since there are material interactions, though very sim-
ple, between the person and the balls (we could also consider a
complex case using ball-like robots equipped with visual sensors
andmotors, or living animals such asmice, whichmove in a specific
way in response to the person's hand in the box). If the person takes
out a ball randomly because the box is opaque, there is 10 degree of
uncertainty to determine one. Therefore, the cognition-based in-
ternal probability of red and that of yellow are 7/10 and 3/10,
respectively. Therefore Hcog is given as (7/10)log2(10/7) þ (3/10)
log2(10/3) z 0.881. Their overall internal probabilities (Poverall) are
expected to be 7/10 and 3/10, respectively, because each cognition
in the repeated trials occurs in a similar manner from the same box.
Therefore, Hoverallz 0.881.

Now, consider another experiment in which the person can
discriminate with some degree of precision between different po-
sitions of the red and yellow balls using a semi-transparent box (i.e.,
increased discriminability), and where the person likes yellow balls
(i.e., non-neutral selectivity) because they are valuable to him or
her. In this case, the person can discriminate between different
positions of differently colored balls with some degree of precision.
We can interpret this experiment biologically. These balls represent
environmental entities that a focal living system (a person in the
experiment) encounters. Red balls may be predators and yellow
ones are prey or mates; or, either color may be prey, but with
different dietary qualities (values). Therefore, in the second
experiment, if the person is adaptive, the internal probability (Pcog)
of red would be less than 7/10, say 2/5, and that of yellow would be
3/5. Here, the increased discriminability reduces jExj in Fig. 9 from
10 to 5, and the selectivity for yellow is reduced from 7 to 2. The
internal entropy (Hcog) is then given as (2/5) log2(5/2)þ (3/5)log2(5/
3)z 0.971. The Poverall values are expected to be the same as the Pcog
values due to the reason mentioned in the first experiment.
ThereforeHoverall is also expected to be the same as theHcog value. In
the CS model, a person can be viewed as a cognizer composed of
component cognizers, such as sense organs, sensory neurons, the
brain, motor neurons, effectors (e.g., muscles), and others, with a
particular topological structure. A given cognition (ci/cj) involves
micro-scale interactions among these component cognizers at a
micro-timescale through which sensory data are used to produce
an appropriate action of effectors.

The comparison between the first and second experiments
suggests that a discriminative and adaptively selective action does
not necessarily reduce the entropy of events that the person ex-
periences, compared to when the action is random. Of course, if the
discriminative and selective ability to obtain yellow is much higher,
and if the probability of taking yellow ones becomes higher than 7/
10, then the entropy will become lower than that in the random-
taking case. However, it is important to learn from this case that
an increase in the degree of adaptation does not necessarily
decrease the internal entropy. This is because events can have
different effects on the performance of a living system. Adaptive
evolution leads a living system's properties to increase the internal
probabilities (Pcog, Poverall) of a particular set of events favorable
(valuable) to the system maintenance (survival) and reproduction.
Therefore, if a starting stage is a low internal entropy (Hoverall) with
a particular probability distribution of events, and if moving to the
most favorable probability distribution requires crossing the
highest entropy stage, the entropy would then increase toward the
peak.

The relationship between adaptation and the reduction of un-
certainty is controversial (Friston et al., 2012). Friston (2010, 2012)
proposed that any self-organizing system that is at equilibrium
with its environment must minimize its free energy. The free-
energy principle is used in statistical estimation (e.g., variational
Bayesian methods), derived from statistical mechanics, based on
KullbackeLeibler divergence, which is a measure of the difference
between two probability distributions. Approximate Bayesian
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inference is performed, given some data and a model of how the
data were generated. Free energy is an upper bound on surprise
(prediction errors), in which the minimization of free energy
implicitly indicates the minimizing of surprise (equivalently, the
maximization of expectation. This theory asserts that the principle
of free energy unifies all adaptive autopoietic and self-organizing
behavior under one simple imperative, “avoid surprises and you
will last longer.”

It seems reasonable that living systems act to increase the de-
gree to which predictions match outcomes (i.e., reduction in Hcog),
as long as the outcomes benefit system persistence and reproduc-
tion. However, the overall-internal probability distribution of
beneficial events does not necessarily yield lower entropy in the
sense of Hoverall: From an ecological point of view, various means/
solutions exist for living systems to relate them to environmental
entities to maintain their own organization effectively and repro-
duce more in a given ecological community. For example, organ-
isms of generalist species are expected to have higher Hoverall values
than those of specialists in a given local community, because gen-
eralists have a wider range of habitat choice and diet preference
than specialists as an adaptive strategy (Pianka,1999). This suggests
they should have a good internal probability distribution (Poverall) of
events, which is understandable by considering a case in which red
and yellow balls are both essential resources in the aforementioned
experiment. Therefore, we can conclude that adaptation does not
necessarily reduce Hoverall.

We must next critically examine another issue of whether it is
imperative that all living systems decrease uncertainty as predic-
tion errors (Hcog). It is noteworthy that fitness is not identical to
survival ability, but includes the reproduction rate as another
component. A genotypewith a high reproduction rate but relatively
low survivability can be competitive in evolutionary time; and
generally trade-offs exist between survivability and the reproduc-
tion rate (e.g., Mayr, 1982; Begon et al., 1996; Pianka, 1999). For
example, even in the same ecological niche, an ancestral clone of a
bacterium (Escherichia coli) differentiated adaptively into two
distinctive types in a long-term experimental culture of the bac-
terium and its predator (Tetrahymena thermophila), one with a high
reproduction rate that was vulnerable to the predator, and another
with a low reproduction rate that was less vulnerable to the
predator (Nakajima and Kurihara, 1994). To conclude, the reduction
of uncertainty (Hcog) is not neccesarily the goal, but is somehow
required for achieving a better internal probability distribution
(Poverall) of events to persist over generations.

6.3. Mutual information, meaning, and adaptation

Shannon's information theory focuses on the quantitative
aspect of information in terms of the degree of reduction in un-
certainty (i.e., the amount of information). However, the amount of
information is usually simply called “information,” which causes
much confusion in biology (Barbieri, 2013); and the role of infor-
mation theory in biology is also controversial (Battail, 2013). The
amount of information is described as the difference between the
quantities of uncertainty or disorder (i.e., entropy, H) before and
after receiving a certain piece of information (or a message). As
described in section 5.5, a subject can reduce the uncertainty about
an object by experiencing events about a given sign vehicle in the
locality. Let us describe this reduction in uncertainty using Shan-
non's information theory. Suppose that two entities (X and Y) exist
in the environment of a focal entity, in which X is an object, and Y is
a sign vehicle. The event space concerning Y is represented as
Y ¼ {yj} and

P
p(yj) ¼ 1; for example, Y ¼ {y0, y1}, where y1: “Y is

here”; y0: “Y is not here.” Similarly, the event space concerning X is
represented as X ¼ {xi} and

P
p(xi) ¼ 1; for example, X ¼ {x0, x1},
where x1: “the entity X is near here”; x0: “X is not near (far from)
here”; where “near” means outside the locality but near it. The
whole event space of the environment can be given as X� Y¼ {(x0,
y0), (x1, y0), (x0, y1), (x1, y1)}.

If the subject does not know about Y (sign vehicle), then the
probability distribution of the object (X) events is given as p(xi)
with entropy H(X); H(X) ¼ �P

i p(xi)log2p(xi). However, if the
subject experienced an event about Y (i.e., it determined whether it
was y0 or y1), the probability distribution of the object (X) events
changes to p(xijyj) with entropy H(XjY), where p(xijyj) is the con-
ditional probability of event xi under the occurrence of yj;
H(XjY)¼P

jp(yj)H(xijyj)¼�P
i,jp(yj)p(xijyj)log2p(xijyj). The amount

of information about X (object) found by knowing which event
occurred about Y (sign) is given as I(X; Y) ¼ H(X) e H(XjY), i.e., the
difference between the two entropies before and after knowing
about Y, which is called the mutual information between X and Y.

IðX;YÞ ¼
X
i;j

p
�
xi; yj

�
log

p
�
xi; yj

�

pðxiÞp
�
yj
� :

As an extreme case, if P(xijyj) ¼ 0 or 1, implying that knowing Y
completely determines whether xi occurs or not, H(XjY) ¼ 0, and
therefore, I(X; Y) ¼ H(X), which indicates that there is no uncer-
tainty about X for the subject after knowing about Y. As another
extreme in which X and Y occur independently, P(xijyj) ¼ P(xi);
therefore, H(XjY)¼ H(X), and mutual information I(X; Y)¼ 0 (i.e., no
information). It is evident that I(X; Y) ¼ I(Y; X) from the above
equation (Shannon and Weaver, 1949/1998; Cover and Thomas,
2006; see Bergstrom and Rosvall [2009] and Adami [2004] for a
discussion in biology).

If I(X; Y) is relatively large, then it could be understood that Y
means X. However, in this case, X also means Y because I(X; Y)¼ I(Y;
X). This thought lacks the presence of interpretation in the Peircean
scheme, in which a sign vehicle (Y) and an object (X) are related
mediated through interpretation by the subject (interpreter). For
example, molecules (Y) are closely correlated in state with the or-
ganism (X) that released them. However, the meaning of the mol-
ecules to an organism eaten by this organism must be different to
its predator. For the former, it is something to flee from, whereas it
is something to approach for the latter. Therefore, understanding
meaning as the correlation between the sign and object seems
limited.

In the ICM/ICW model, as well as the CS model, the meaningful
contents of states and their temporal changes are apparently
removed, leaving only meaningless symbols and functions. How
then can we incorporate meaning into this mathematical
formalism? In Uexküll's function circle, the meaning of an event (or
a cognition) is closely related to the relation between a subject and
entities in the environment. MacKay (1969) defined the meaning of
message as “its selective function on the range of the recipient's
states of conditional readiness for goal-directed activity.” This
aspect of the subject's properties has something to do with the
selectivity of a motion function in the CS model (section 5.1). Based
on these ideas, let us define the meaning of an event (including
receiving a message or signal) to a subject entity as the effect of the
event on the subject's action (or state change) that specifically af-
fects the consequent subjecteenvironment relation. Mathemati-
cally, an event can be defined as a subset of the state-space of the
environment (section 5.4); similarly, a state relation between a
subject and environment entities can be defined in terms of a
subset of the direct product of their state-spaces (section 5.1).
Therefore, the meaning of an event is something used to relate this
event subset to a subjecteenvironment relation subset. “Some-
thing” is the property of the subject entity, which determines a
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specific action/movement in response to the event, affecting the
consequent relationship with the environment. This property is
nothing more than the selectivity of a motion function of a cognizer
in the CS model. It may be that meaningful contents are implicitly
embedded in the selectivity of the motion function in the CS model.
This selectivity property is at the core of biological adaptation to the
environment, which exists as properties resulting from its effect on
the success of the possessors in persistence through natural se-
lection. In this sense, the specific meaning systems embodied in
living systems can be understood as their own internal models for
environments, in which actions/movements are guided at molec-
ular, cellular, and organismic levels.

This definition of meaning may also be applied to the relation-
ship between the component entities within a living system,
although molecular entities do not possess highly organized
cognitive properties like brains. For example, in the signal trans-
duction pathways within a living cell or a multicellular organism, a
metabolic subsystem (A) receives a signal molecule released from
another subsystem (B), which causes an effect on system A in a
particular way, thus leading to a particular relationship between
them. In this process, cognizing the molecule's state by contact (i.e.,
an event occurring to A) produces A's specific change as the effect
(i.e., the meaning of receiving the molecule), by which A correlates
with B's state in a specific way.

Lastly, it is noteworthy that physical entities also have selectivity
in response to electromagnetic or gravitational forces according to
their own material properties. However, the above definition of
meaning should not be applied to these entities, because physical
entities do not possess these selectivity properties because of their
positive effects on the persistence of the entities.

7. Conclusions

It is frequently stated in the literature that living systems act to
reduce the uncertainty of events to ensure survival by gathering
information from their environments and using it. However, such
a statement would be circular or a mere description of what we
already know about biological adaptation, if information is defined
using concepts about the reduction of uncertainty and/or the
generation of order among entities. In the quest for a general
framework of information applicable to living systems, a CS model
(including the ICM/ICW model as a special case) was proposed to
construct an information theory for living systems. In the CS
model, knowing (or observing) and action (or movement) are
unified as a single concept of a state change of entity within an
observed system. Focal and environmental entities change their
state at every moment according to their material properties of
discriminating between different environmental states and
selecting one particular succeeding state among many possibilities
(section 5). Based on this process, the probabilities of the events
that a subject entity experiences within the world (i.e., internal
probabilities) can be derived without assuming a probability
concept a priori. Based on this, the internal entropy is derived as a
measure of the uncertainty or order of the environment that a
subject entity experiences in interaction with the environment
(section 6.1).

In this scheme, information is defined as a state change of an
entity that occurs in relation to the state of another entity, i.e., a
relational state change between two entities. Within a given
observed system, an event (e.g., receiving a signal) occurring to a
subject entity can have a particular effect on the subject's action
(or state change), which will then affect the subjecteenviron-
ment relation. The semiosis involved in adaptation links an event
to a particular action, which can lead to a favorable relation with
the environment. In other words, the link between an event and
a subsequent action is the meaning of the event to the subject
living system. The whole set of such links constitutes an internal
model of the external reality, which is embodied or built in the
organization of the living system. The qualitative aspect of in-
formation describes the specificity of a consequent relation by a
relational change in response to the other's state, while the
quantitative aspect describes the degree to which it is specified.
It was suggested that the activity to achieve a better probability
distribution (Poverall) of events for survival and reproduction
through an embodied internal model for external reality, rather
than the reduction of uncertainty (Hcog) is an essential biological
property to characterize adaptation. This distribution may vary
according to the subject living entity and the ecosystem organi-
zation that it inhabits. However, the analysis of adaptive evolu-
tion from the internal view is still in its infancy, requiring further
investigations to incorporate evolutionary ecology into the
theoretical scheme.
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Appendix 1. Internal states of cognizer

The state space (C) of a focal cognizer C can be represented as
the direct product of the position space (X) and the space of the
other qualities of states (Y), i.e., C¼ X � Y. Consider a simple case in
which the internal states of a cognizer are defined in terms of the
relative positions of component cognizers. If a cognizer is
composed of n component cognizers, a cognizer's position (x 2 X)
is represented as an n-tuple of the components' positions. We can
introduce a local coordinate system (LCS) such as a barycentric
coordinate system to define the internal positional states, with the
center of mass being the origin. Different n-tuples in this LCS imply
different internal states characterizing specific patterns or struc-
tures, and the origin's position determines the positional relation to
environmental cognizers. The same internal state with different
positions for the origin relative to the environment is identified
with an equivalence class (subset) of C in the direct product of the
position spaces of the component cognizers.

In general, the internal states (or patterns) of a cognizer are
defined in terms of the relative states of the component cognizers,
not necessarily confined to their positional relation. C ¼ C1 � C2 …

Cn, where Cj (1 � j � n) is the state space of a component cognizer
of cognizer C. Therefore, the cognizer's states fulfilling a particular
state-relation among the component cognizers constitute a subset
of C1 � C2 … Cn. The inter-component relation of cognizer C par-
titions the state space (C) into m equivalence classes, C(a), C(b), …,
and C(m), with each corresponding to an internal state of cognizer C.
We can thus consider the set C[in] ¼ {a, b, … m}, which constitutes
C's internal state space. C also has external states that relate it to the
environmental cognizers' states, like the positions of the origin of
LCS in a global coordinate system as above, and denote the external
state set as C[ex]. Therefore, C ¼ C[in] � C[ex]. Different states of
the same internal state (2 C(k); k 2 C[in]) have different states
relative to the environment.

The calculation of internal probability given in section 5.4 and
Fig. 9 can also be applied to a case where a cognizer's states (cx, cy,
czi) are its internal states. In this case, we need to take C[in] as the
focal cognizer's state space, and C[ex] is incorporated into the
environmental cognizers to convert their states relative to C1's
states.
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