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Abstract: This article investigates approaches for broccoli harvest time prediction through the ap-
plication of various machine learning models. This study’s experiment is conducted on a commer-
cial farm in Ecuador, and it integrates in situ weather and broccoli growing cycle observations made 
over seven years. This research incorporates models such as the persistence, thermal, and calendar 
models, demonstrating their strengths and limitations in calculating the optimal broccoli harvest 
day. Additionally, Recurrent Neural Network (RNN) models with Long Short-term Memory 
(LSTM) layers were developed, showcasing enhanced accuracy with an error of less than 2.5 days 
on average when combined with outputs from the calendar model. In the final comparison, the RNN 
models outperformed both the thermal and calendar models, with an error of 3.14 and 2.5 days, 
respectively. Furthermore, this article explores the impact of utilizing Global Ensemble Forecast 
System forecast weather data as a supplementary source to the in situ observations on model accu-
racy. The analysis revealed the limited effect of extension with a 9-day forecast on the experimental 
field, reaching an error reduction of up to 0.04 days. The findings provide insights into the effec-
tiveness of different modeling approaches for optimizing broccoli harvest times, emphasizing the 
potential of RNN techniques in agricultural decision making. 
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1. Introduction 
Over the years, modeling plant growth throughout its various developmental stages 

has gained considerable attention in scientific research [1]. Understanding the dependen-
cies among variables influencing plant development has numerous applications in agri-
culture. When applied at the farm level, advanced models serve as tools for signaling the 
optimal timing of agronomic practices such as pruning, harvesting, and postharvest pro-
cedures. The forecast provided by these models enables farmers to make informed deci-
sions on farm management [2], such as transportation logistics, storage allocation, and the 
formulation of marketing campaigns. 

A challenge in the pursuit of accurate models arises from the natural complexity of 
the physiological processes responsible for plant growth. A perfect model must account 
for the numerous variables, each introducing its own level of uncertainty. The cumulative 
effect of these uncertainties often results in a model with substantial error accumulation, 
making it unsuitable for reliable predictions. To overcome this challenge, many research-
ers have narrowed the focus to specific key factors, with a particular emphasis on climate 
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conditions [3]. These conditions include, but are not limited to, temperature, solar radia-
tion, and water availability, which are some of the most significant for plant development. 
Other limitations are caused by the inherent variability in plant structures and the dura-
tions of the harvesting period, ranging from a few weeks to an entire season [4]. 

Several attempts have been made to construct a comprehensive phenological model 
for broccoli to determine the optimal harvest time. In one study [5] conducted in Ibaraki 
prefecture, Japan, the researchers focused on the “Ohayou” broccoli cultivar, utilizing 
temperature and the total accumulated solar radiation to estimate the dry matter weight 
and predict production quantities. Similarly, investigations in northeast Germany [6] cen-
tered on defining the optimal harvest window for the “Ironman F1” cultivar, leveraging 
daily air temperature on the field. The findings of these studies indicate the potential to 
accurately predict the broccoli harvest day based on meteorological factors such as tem-
perature and solar radiation, achieving at least a four-day accuracy. While examining the 
other factors influencing broccoli growth, studies have pointed to parameters like the sow-
ing day [7], fertilizer amount, and plant density [8] as significant contributors. 

On the other hand, Mourao and Brito [9] chose a modeling approach based solely on 
the total accumulated temperature. This methodology demonstrated low errors and con-
sistent outcomes across various planting sites while requiring a minimal set of parameters. 
In acknowledgement of the variability of input parameters, it is crucial to account for the 
distinct growth patterns observed at each stage of development, spanning from seeding 
maturity, such as spear initiation, head formation, and flowering; for this reason, studies 
such as [10,11] have opted for the independent modeling of each stage. However, a sub-
sequent study by the same researcher [12] discovered minimal differences in those model 
parameters configured for every phenological stage, highlighting the similar growth pat-
tern for various cultivars on the same testing field. 

Recent strides in the field of phenological phase forecasting for hazel and chestnut 
have showcased the efficiency of neural network (NN) models. In particular, Czernecki et 
al. [13] showed the capability of NN models in handling meteorological data. Other works 
[14,15] have used convolutional neural networks for forecasting wheat, soybean, and corn 
yield. However, in the context of broccoli farming, such an approach would fail due to a 
low spatial resolution of remotely sensed data and the small diameter of individual broc-
coli heads. On the other hand, novel studies [16,17] have emphasized the efficiency of 
recurrent neural networks (RNNs) in modeling time series data, suggesting that the divi-
sion of atmospheric conditions into timesteps for sequential input into the neural network 
would result in improved forecasts for corn and wheat harvesting. While departing from 
traditional polynomial regression architectures, these models retained similar input fea-
tures, such as temperature and solar radiation accumulation. For instance, LSTM net-
works were employed in [18] to improve apple production, exhibiting a three-day error 
in the average harvest day prediction. In a similar context, a study [19] demonstrated the 
estimation of bok choy production using advanced feature selection techniques to reduce 
the number of training parameters. In conclusion, the recent interest in well-suited RNN 
models for the task has prompted this study to develop similar approaches for optimizing 
broccoli plant harvest times. 

In order to address this, multiple approaches are demonstrated in this study to pre-
dict the optimal broccoli harvest time. Firstly, we will develop RNN-based models that 
allow for capturing temporal changes in atmospheric parameters. Secondly, the proposed 
models will be evaluated along with traditional models, such as thermal and seasonal aver-
ages. Thirdly, the possibility of extending the input for RNNs with forecast data is evalu-
ated. In summary, the primary objective of this investigation is to address challenges in pre-
dicting the harvest time of broccoli through the application of machine learning techniques. 
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2. Materials and Methods 
2.1. Data Sources 
2.1.1. Broccoli Dataset 

The dataset for this experiment was sourced from a commercial farm in Ecuador, 
specifically from two field locations: La Merced and Cochabamba, both situated south of 
Quito, as seen on Figure 1. Given the favorable environmental conditions for broccoli cul-
tivation in this region, farming activities were conducted throughout the entire year. The 
dataset contained a list of dates for the “Avenger” cultivar, including transplantation and 
harvest. The dataset was collected over a span of seven years, from 2015 to 2022, resulting 
in a total of 779 samples. During the germination stage of each batch, it was ensured that 
the plants received enough water supply and were exposed to natural sunlight until the 
emergence of true leaves, typically occurring around day 33. Subsequently, the seedlings were 
transplanted into the field, maintaining a consistent density of 50 cm between each sprout. 
Continuous monitoring was undertaken until the plants reached a head weight of 500 g or 
more, a criterion suitable for harvest readiness, so this stage was defined as maturity. Crop-
ping was performed multiple times per batch to minimize production losses when harvesting 
only matured heads. However, the harvest time in this study was defined as the date of the 
first cropping; thus, it was recorded in the dataset. All mentioned models are configured to 
estimate this date, providing the closest optimal harvest to satisfy business needs. 

 
Figure 1. The location of the broccoli field depicted on three map scales. A red star indicates the 
relative field location. 

Observations of cropping between 5 September 2019, and 9 April 2020 were excluded 
from the dataset due to its anomalous behavior, probably caused by business demands or 
volcanic activity depositing layers of ash onto the fields. This impact significantly altered 
harvest timings, making the data during this period non-representative for model train-
ing. Additionally, two records around 6 September 2016, were discarded as they con-
tained exceptionally low values of growing duration (78 days). These anomalies were in-
consistent with observations taken on adjacent days and were likely a result of the busi-
ness’s necessity to hasten production to meet increased demand. As a result, the field da-
taset contained 682 samples, where the fastest growth ended in 81 days and the longest in 
107 days. The dataset was divided into two sets: a training set comprising the first 60% of 
the samples chronologically and a validation set comprising the remaining 40%. The training 
set was exclusively utilized for deriving optimal model parameters, ensuring that the model 
learned from a substantial portion of the data. On the other hand, the validation set was em-
ployed to test the model’s performance on independent and previously unseen data. Follow-
ing these practices protects against overfitting and enhances the performance of the models. 
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2.1.2. Weather Dataset 
This study systematically measured field weather conditions using various sensors 

from 2015 to 2023. Over this period, the data collection process was conducted four times: 
January 2015 to January 2020, January 2020 to June 2021, June to September 2021, and 
January 2022 to May 2023, each time with differently calibrated sensors. Throughout these 
periods, measurements of average, minimum, and maximum temperature, average wind 
speed, and daily total precipitation were recorded. Since each sensor was calibrated inde-
pendently, the mean correction method [20] was employed to address discrepancies in 
sensor measurements. When applying this methodology, it was assumed that the most 
recent observations were the most reliable and would be considered a reference for future 
use. Consequently, each variable’s means and standard deviations were computed over 
measured years based on observations made in 2022 and 2023, denoted as 𝜇   and 𝜎 . For individual sensors, the observations for each variable (denoted as x) underwent 
a transformation 𝑥 = 𝜇  +  (𝑥 − 𝜇 )  , where 𝜇  and 𝜎   represent the an-

nual mean and standard deviation for the specific sensor. Notably, in the case of the sensor 
active from June to September 2021, seasonal 𝜇  and 𝜎  were computed only for 
June, July, and August instead of the whole year. This adjustment was necessary due to 
the limited number of observed measurements, preventing the compilation of complete 
yearly statistics. The mean correction method ensures consistency in mean and standard 
deviation in the dataset by aligning individual sensor measurements with the reference 
values derived from the most recent observations. Statistics over the included features 
after adjustments are shown in Table 1 for each season. In Figure 2, the monthly average 
over the same corrected features is demonstrated. 

Table 1. Mean, median, and standard deviation over the available weather dataset. 

Statistics 
Min.  

Temperature 
Max.  

Temperature 
Avg.  

Temperature 
Total  

Precipitation 
Wind 
Speed 

Mean 7.76 16.90 11.38 2.76 1.25 
Median 7.77 17.00 11.37 0.95 1.15 

Standard deviation 1.64 1.81 0.94 4.04 0.61 
 

  

(a) (b) 

Figure 2. Monthly average for each month derived from years 2015 to 2023: (a) Temperature fields; 
(b) average daily wind speed and monthly total received precipitation. Error bars show the 10th and 
90th percentile for measurements taken in each month. 

2.1.3. Forecast Dataset 
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The weather forecast data were used as a supplementary data source alongside field 
observations in order to increase the amount of information about weather conditions. 
Considering the data availability and spatial resolution, the Global Ensemble Forecast Sys-
tem (GEFS), developed by the National Centers for Environmental Prediction (NCEP) 
[21,22], was used in this study. The GEFS dataset is accessible on a 0.25-degree Gaussian 
grid, and has provided forecasts for ten days with a temporal resolution of 3 h per 
timestep since 2000. Given that the agricultural fields were situated between grid points, 
the widely adopted inverse distance interpolation method [23] was performed to extrap-
olate forecasted weather data to the exact coordinates of the field locations where weather 
sensors were installed. To ensure alignment between field observations and GEFS fore-
casts, parameters including average, minimum, and maximum 2 m temperatures, average 
10 m wind speed, and total precipitation were extracted and organized into 24 h groups 
corresponding to Ecuadorian days (GMT-5). It is essential that due to the GEFS forecast 
being produced daily according to Greenwich Mean Time, after the conversion to the Ec-
uadorian time zone, the forecast for the 10th day in Ecuador was truncated by 5 h. There-
fore, only the data for the first nine days of the forecast were utilized in the analysis, with 
predictions for the last day excluded. This approach aimed to maintain accuracy and con-
sistency in integrating forecasted weather conditions with field observations. 

This study used the linear regression (LR) approach [24] as a mitigation strategy to 
address biases inherent in the model outputs caused by complex topography around the 
experimental site. This bias is shown in Table A1, where the Mean Absolute Error between 
in situ observations and GEFS is computed. Specifically, for each forecasted variable, nine 
distinct LR models were developed. Each model was configured to correct the bias on a 
specific forecast day. Training these models involved utilizing field weather observations 
as true values, with forecasted variables as inputs. The acquired LR models were subse-
quently applied to transform the entire selection of the GEFS subset. 

2.2. Harvest Models 
This study introduces multiple models for estimating broccoli harvest time, simpli-

fied to calculating the growing days (GDs), particularly, the number of days between 
transplanting (planting day, PD) and harvest day. 

2.2.1. Persistence Model 
The initial approach, termed the “persistence model”, sets a constant number of GDs, 

regardless of seasonal variations. The constant output was configured to be equal to the 
mean value of GDs in the training dataset. This assumption establishes a baseline predic-
tion, providing insight into the accuracy achieved when neglecting variables that exhibit 
temporal fluctuations. The resulting persistence model serves as a reference point against 
which the subsequent, more complex models can be compared and evaluated. 

2.2.2. Thermal Model 
Thermal models, proposed by [25], served as a framework to establish a relationship 

between temperature and the growth progression of broccoli. These models operate under 
the assumption that at each stage of its life, broccoli exhibits optimal growing tempera-
tures, as well as lower and higher temperature bounds. Crossing these extreme bounds 𝑡  and 𝑡  halts progress, outlining the sensitivity of broccoli growth to temperature 
fluctuations. Furthermore, the model defines that the accumulation of average daily tem-
perature T =  ∑ , referred to as thermal time, serves as a metric to state the 
current stage of phenotypic development. This study used linear regression to establish 
the relationship between thermal time accumulated over the entire period from transplan-
tation to harvest and the corresponding number of days required for growth. 

2.2.3. Calendar Model 
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The first introduced models capable of incorporating variable features and generat-
ing forecasts are statistical calendar models (CMs). In this context, these models utilize 
information solely about PD to estimate the corresponding harvest day. Operating on the 
assumption that seasonal influence is the most significant factor, these models infer that 
the day number within a year can serve as a metric for the average speed of broccoli 
growth. The underlying idea could be expanded to the idea that broccoli growth strongly 
correlates with the seasons, implying a cyclical nature in growing duration over the years. 
Consequently, a transformation from the day of the year, starting from 1 January to 31 
December, is applied to deduce the number of days required for growth. 

This study explored two distinct approaches for the structure of this transformation 
function. The first approach involves approximating the shape of the dataset with a sine 
wave (Sine). In this case, the optimization goal was to minimize the mean square differ-
ence between the curve and the original points. Parameters such as amplitude and phase 
shift for the best-fitting sine wave were obtained using optimization techniques available 
in the scikit-learn library [26]. The sine wave was then used to map new observations to 
the original data points’ space, where the period from 1 January to 31 December each year 
corresponded to the interval [0, 2𝜋). The second method, the Average Window (AW) tech-
nique, commonly used for trend estimation, calculates the average growing duration over 
a predefined range around the selected point based on training data. However, the chal-
lenge arises near the range’s edges, representing the year’s beginning and end, where an 
average window might extend beyond the available range. Therefore, the whole sequence 
was repeated on both sides, ensuring that edge cases were handled correctly and accounted 
for points in calendar order. The advantage of these models lies in their independence from 
hard-to-measure variables, enabling immediate forecasting after planting into the field. 

2.2.4. RNN Model 
The foundation of estimating plant growing speed lies in the seasonal influence and 

daily variations in meteorological parameters deviating from the seasonal mean. RNN 
models have emerged as powerful tools for handling time series data, particularly daily 
sensor measurements. The model architecture used in this study contained one LSTM [27] 
layer followed by four fully connected layers. The complete model description and list of 
hyperparameters are explained in Figure 3. Training epochs were controlled by early stop-
ping with a tolerance of 10 epochs. For the optimizer, Adam was chosen with an initial 
learning rate of 0.001. Mean Absolute Error was used as a loss function. 

 
Figure 3. Architecture description of the used RNN model. 

The input features for these models encompass minimum, maximum, and average tem-
peratures, average wind speed, total daily precipitation, thermal time, and planting date. In 
addition to the base atmospheric parameters, 14-day accumulations and averages for each fea-
ture were added as a supplement to compensate for the lack of information about past events, 
totaling eighteen features. All features underwent normalization within the range of −1 to 1 
before entering the neural network. This selection of variables is explained by the fact that all 
atmospheric parameters might play a role in influencing plant growing speed. 

A modified approach to output value normalization was implemented to simplify 
training complexity. Rather than directly normalizing output values, subtracting the av-
erage GDs was performed beforehand, effectively reducing the range of potential out-
comes. By design, the mean GD value can be immediately estimated at the time of planting 
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by the persistence and calendar models. The capability of CMs to produce seasonal aver-
ages instead of yearly averages was the factor for integrating RNN models with a CM, 
where the CM initially generates rough estimations, and the subsequent RNN model re-
fines these forecasts by adjusting the initial estimations. Consequently, two RNN-based 
models were developed: RNN with sine (RNN-S) and RNN with average window calen-
dar (RNN-AW) models. The RNN model dynamically generates predictions with each 
new day’s data, as shown in Figure 4a. Model run day (RD) was defined as the number of 
days between PD and the date when a model generated a prediction. It signifies the 
amount of historical information about weather conditions that, when increasing in num-
ber, should lead to more accurate results. In this context, an extension of field observations 
with GEFS predictions in Figure 4b that serves as input to RNN models could lower the 
final error. In order to provide a robust estimation of the models’ performance, a forward-
chaining cross-validation approach was used with each batch consisting of 2 years of ob-
servations. The testing was performed two times: with one and two batches in the training 
dataset. In the final performance report, errors for each metric were averaged. 

 
(a) 

 
(b) 

Figure 4. Timeline of the predictions with RNN-type models: (a) weather observations are only from 
the field; (b) weather observations from the field are combined with a forecast. 

2.3. Evaluation Metrics 
In evaluating broccoli growth models, multiple performance metrics were used. First, 

Mean Absolute Error (MAE) was employed to determine the average forecast error that is 
expected from introduced techniques. MAE is calculated as 

MAE = 1𝑛 |𝑦 − 𝑥 | 
where 𝑛 indicates a number of planting–harvest observations in the test dataset, 𝑦  and 𝑥  are actual and predicted GDs, respectively. Secondly, in order to correctly handle me-
dian bias, Root Mean Square Error (RMSE) was used. 

RMSE = 1𝑛 (𝑦 − 𝑥 ) 
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Thirdly, a Coefficient of Determination (𝑅 ) was added to the analyses to provide a 
measure of how well observed GR is estimated by models. 𝑅 = 1 − ∑ (𝑦 − 𝑥 )∑ (𝑦 − 𝑦)  

where 𝑦 is the mean GDs in the test dataset. 

3. Results 
3.1. Model Parameters 

The persistence model, configured for a constant 92-day growth duration derived 
from the training dataset’s mean, served as a baseline. The parameters of a thermal model, 
such as the required thermal time, were calculated over the whole period of growth and 
are equal to 1147 degrees Celsius, which is close to the value of 1272 derived in the previ-
ous study [12]. The model parameters, such as 𝑡  and 𝑡 , were obtained with the 
same optimizing algorithm as for the Sine model. These resulting parameters of 4 and 22 
are also similar to 0 and 20 derived in [28]. 

This experiment aimed to identify the optimal window size required for the analysis 
of the Average Window model. In order to ensure the independence of the testing dataset 
when calculating the optimal window, the training dataset was divided in half, with 30% 
allocated for training and another 30% for validation. A search of all possible window 
sizes, ranging from 3 to 99 days, was conducted. The results indicated a gradual increase 
in the MAE for all the datasets, starting from 19 days. Consequently, a window size of 19 
days was selected as the optimal choice for the Average Window model due to showing 
the lowest error in the validation dataset. This decision was made to balance capturing 
relevant temporal patterns and avoid overfitting the data. 

The exploration of parameters for the CM resulted in achieving MAE values of 2.06 
and 2.47 days for the Average Window and Sine models, respectively. In contrast, the 
standard deviation for these approximations yielded closely aligned values of 2.56 and 
2.63, respectively. Findings from the best-fitting curves in Figure 5 strongly suggest that 
the data can be effectively approximated with a sine wave, similar to the performance 
achieved through the Average Window filtering method. 

  
(a) (b) 

Figure 5. Approximation of derived curves on the training data from 1 January to 31 December: (a) 
best-fitting sine curve; (b) prediction curve obtained from averaging window approximation. 
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3.2. Model Performance 
The thermal model, characterized by parameters like the required thermal time, ex-

hibited better attempts to approximate the plant growth speed at the beginning (January–
April) and end (November–December) of the year, as shown in Figure 6a. However, dis-
parities in results across other periods showed areas for potential model improvement. 
The calendar models in Figure 6b,c showcased a superior performance compared to the 
thermal model, in line with training data approximations. 

Nevertheless, the adjustments with RNN models in Figure 6b,c demonstrated en-
hanced accuracy in capturing local features. RNN models, capable of daily predictions, 
underwent benchmarking on day 50, giving farmers at least 30 days’ notice before harvest. 
When adjusted, particularly the RNN-S, these models outperformed their base calendar 
models, capturing local features like a decrease in the growth speed for January. The 
study’s primary objective of assessing the improvement in the RNN-type forecast models 
with additional data revealed a general tendency of a decreasing MAE with increasing 
RD, as shown in Figure 7a,b, particularly within the initial 60 days. This emphasized the sig-
nificance of early atmospheric measurements. Beyond day 60, the model performance stabi-
lized, with error-increasing peaks around 19, 40, and 90 days, probably associated with dis-
tinct stages of broccoli development, such as the onset of head formation around day 40 [29]. 

 
(a) 

 
(b) 

 
(c) 
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Figure 6. Output of the models when applied to the whole in situ weather dataset: (a) thermal 
model; (b) Sine and RNN-S models; (c) Average Window and RNN-AW models. 

  
(a) (b) 

Figure 7. Changes in MAE for selected RDs for RNN-type models. The dotted lines represent an 
MAE for a base calendar model used for each case: (a) RNN with Sine calendar model; (b) RNN 
with AW calendar model. 

When comparing the performance of all the models in Table 2, it becomes evident 
that the persistence model exhibits the least favorable results in both the MAE for 3.97 and 
RMSE for 4.77. Following in accuracy is the thermal model with the MAE 3.14, RMSE 3.92, 
and low R2 0.32. Both the calendar models outperformed the persistence and thermal 
models. They demonstrated similar results among one another across all the metrics, with 
the Sine model exhibiting slightly superior metrics compared to the Average Window. 
Notably, on day 50, the RNN models surpassed their base calendar models in terms of the 
MAE by 0.18 and 0.15 days, with the RNN-S model achieving the best scores in the MAE 
for 2.25, RMSE for 2.94 days, and R2 for 0.61. 

Table 2. MAE, RMSE, and R2 metrics for models were used in this study. Notably, R2 was not cal-
culated for the persistence model because the output is constant. Numbers in bold indicate the low-
est error obtained for each metric. 

Metric Persistence Thermal Average 
Window  

Sine RNN-S 
(Day 50) 

RNN-AW 
(Day 50) 

MAE 3.97 3.14 2.5 2.4 2.18 2.32 
RMSE 4.77 3.92 3.22 3.12 2.82 3.01 

R2 - 0.32 0.53 0.56 0.63 0.60 

3.3. Forecast Extension 
The application of the linear regression model demonstrated in Table A1 showed no-

table reductions in the MAE across all the considered variables. For the unaltered GEFS 
forecasts, the MAE for the maximum, minimum, and average temperatures remained rel-
atively consistent at 1.9, 7.9, and 3.7 degrees Celsius, respectively. However, applying the 
linear regression technique resulted in substantial improvements, reducing the MAE to 
1.1, 1.6, and 0.7 degrees, respectively. Notably, the minimum temperature exhibited the 
highest MAE with a value of 1.6. In the context of the wind speed, the corrected forecast 
maintained a consistent MAE of around 0.4 m/s, showcasing a significant enhancement 
over the original forecast, which had an MAE of 1.3. Conversely, the correction yielded 
limited improvement for the daily precipitation variable, with the corrected model’s MAE 
at 2.9 compared to the original’s MAE of 5.1. Across all the variables, the error exhibited 
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an observable but relatively small increase, highlighting the inherent uncertainties in nu-
merical weather models in precipitation forecasting. 

Testing dates starting from day 40 and ending at day 70 with a 5-day interval were 
chosen for the experiment to assess the performance of the models with the extension of 
the GEFS weather forecast. Due to the limited access to forecast data in 2021, caused by an 
upgrade of the GEFS model, the testing was performed only for the PD in 2022. Subse-
quently, the nine-day extension was incorporated using the GEFS forecast from that start-
ing day. In Table 3, the performance of the RNN models is illustrated. Notably, the forecast 
extension contributed to an enhancement in the MAE for the days preceding day 60 for 
RNN-S. For the RNN-AW model, this improvement was observed up to the 55-day thresh-
old. Beyond this point, errors increased for both models, with the RNN-AW model expe-
riencing a 0.02-day error difference on day 70. 

Students’ t-tests with a significance level of α = 0.05 were employed to assess the im-
pact of forecast extension compared to the field-only data. The analysis in Table 4 reveals 
that, for both models, the calculated p-values exceeded 0.05. This observation indicates 
insufficient evidence to reject the null hypothesis, suggesting that the forecast extension 
does not result in a statistically significant difference in distribution compared to the field-
only data. Although the forecast extension did not show a significant improvement in this 
study, its potential in combination with RNN models for a plant growth model is still good. 

Table 3. MAE comparison of models when extending meteorological data with nine additional days 
from the forecast. Numbers in bold indicate the lowest error obtained for each RD. 

RD 
RNN-S RNN-AW 

Field Only Field with Forecast Field Only Field with Forecast 
40 1.90 1.89 2.03 1.98 
45 1.89 1.85 2.01 1.96 
50 1.84 1.81 1.97 1.92 
55 1.81 1.78 1.93 1.91 
60 1.78 1.78 1.91 1.96 
65 1.76 1.77 1.91 1.95 
70 1.76 1.78 1.91 1.93 

Table 4. Obtained p-value for model outputs when extending with forecast data. 

RD 
p-Value 

RNN-S RNN-AW 
40 0.53 0.97 
45 0.50 0.98 
50 0.52 0.95 
55 0.58 0.90 
60 0.61 0.84 
65 0.78 0.72 
70 0.79 0.78 

4. Discussion 
The success of the calendar model can be attributed to the cyclic nature of broccoli 

growth throughout the year, allowing seasonal variations to be approximated by account-
ing for many historical observations. Notably, the sine wave demonstrated superior per-
formance in testing compared to the commonly used method of trend extraction with the 
average filter. 

Integrating the RNN models with the calendar model resulted in improved accuracy, 
dynamically adjusting and converging toward a constant estimation. Compared with the 
models proposed by Wei-Ming [8], the current model requires a larger set of input 
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variables and processing resources, which might not be accessible at some fields. On the 
other hand, an extensive range of input features ensures the stable operation of the RNN 
models over the entire year instead only in the late spring and summer periods, which 
were used by Tan’s models [29]. 

While the error curves for both RNN-S and RNN-AW in Figure 7 tended to decrease, 
occasional error fluctuations caused by model imperfections and external factors led to an 
increase in the MAE and RMSE for short periods. Several factors hindered the perfor-
mance of the RNN-like models. Firstly, they did not account for the phenological stage of 
the plant, which encompasses diverse growing patterns. Secondly, because the model was 
trained on commercial field data, business demands may have artificially influenced spe-
cific harvest timings. Thirdly, the stable weather conditions in the valleys of the Ecuado-
rian mountains, allowing for year-round broccoli farming, might lower the significance of 
individual atmospheric variables. Nevertheless, the proposed architecture of the RNN-
like models successfully showed its capabilities to keep track of the weather conditions 
that affect the GDs prior to the RD. We suggest that improvements be made to interpreting 
the input features, such as changing the accumulation window. Another theory concluded 
that alterations from the seasonal averages of temperature and precipitation can be at-
tributed to changes in the expected harvest time. While the minimum, maximum, and 
average daily temperatures remained almost consistent throughout the years with mean 
values of 7.8, 17.0, and 11.4 degrees Celsius, the RNN models showed that even weak fluc-
tuations are responsible for changes in prediction. High sensitivity can become a weakness 
for the model when measurements are made with a low precision or a different sensor. 

Weather forecasts can be a reliable data source for the atmospheric state, but it is 
important to consider the forecast error of downscaling it on a field location. The limited 
impact of a 9-day weather forecast extension is caused by the internal limitations of the 
numerical weather model that were not corrected by LR and a small RD increase by 9 
days. However, a lower error was observed when estimating the harvest timings before 
day 55 compared to the model without forecast extension, showing a potential for the 
usage of weather forecasts. In conclusion, more complex techniques for forecast bias cor-
rection and downscaling should be considered in the future, as the error directly impacts 
the final accuracy of broccoli models. 

5. Conclusions 
This study explored the application of various plant models to estimate the optimal 

broccoli harvest timings in Ecuador, comparing them with traditional models such as per-
sistence and thermal. The results reveal that the persistence model could not capture 
changes in the maturity timings perfectly, achieving the lowest MAE of 3.97 days. The 
thermal model in this study shared parameters similar to those in previous research by 
Tan. et al. [12], and its accuracy with an RMSE of 4.4 days underscored the significance of 
thermal time as a parameter for estimating the growth speed. Nevertheless, the proposed 
calendar and RNN models consistently outperformed in all the metrics, such as in RMSE 
< 3 days. It is essential to consider the potential application of these models in different 
climate zones suitable for broccoli farming, where forecasts are more accurate and annual 
meteorological variables have larger variations, such as the Mediterranean countries. An-
other area of future research lies in using unmanned aerial vehicles for the constant mon-
itoring of broccoli maturity and adjusting the proposed models’ inputs. 
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Appendix A 

Table A1. Mean Absolute Error (MAE) of GEFS forecast without correction. The error when the 
forecast was corrected with linear regression is shown in parentheses. 

Variable 
GEFS Forecast Day 

1 2 3 4 5 6 7 8 9 

Average Temperature (C) 3.72 3.66 3.68 3.71 3.73 3.74 3.75 3.74 3.75 
(0.68) (0.67) (0.7) (0.71) (0.73) (0.73) (0.74) (0.75) (0.76) 

Minimum Temperature (C) 2.09 1.83 1.85 1.87 1.89 1.9 1.91 1.91 1.92 
(1.18) (1.2) (1.23) (1.2) (1.19) (1.14) (1.12) (1.12) (1.15) 

Maximum Temperature (C) 7.53 7.56 7.6 7.63 7.65 7.67 7.68 7.67 7.67 
(1.51) (1.55) (1.56) (1.55) (1.56) (1.55) (1.55) (1.56) (1.57) 

Wind Speed (m/s) 1.3 1.35 1.36 1.33 1.31 1.32 1.33 1.33 1.35 
(0.42) (0.41) (0.4) (0.4) (0.4) (0.4) (0.41) (0.41) (0.41) 

Total Precipitation (mm) 4.59 5.9 5.76 5.59 5.53 5.29 5.29 5.14 5.21 
(2.92) (2.95) (2.93) (2.92) (2.9) (2.89) (2.89) (2.91) (2.92) 
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