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Abstract. Corpus is one of the essential parts of language research, especially
for the low resource language. To ensure the researching result to be most
effective, the corpus that has been used also requires effectiveness and accuracy.
The Thai language has some special characteristics that cause difficulty in
building the corpus and affect the error of those corpora. Therefore, this paper
proposes an effective and efficient approach to clean up the existing Named
Entity corpus before using it in any language research. The THAI-NEST corpus
is adopted to verify the consistency and integrity of the data and re-design with
our proposed model. The revised corpus is verified by the BiLSTM-CNN-CRF
model that combined the features among word, POS, and Thai character clusters
(TCCs). Experimental results show the effectiveness of the verification, which
increased the accuracy by up to 12%, and the model can effectively detect and
handle errors of word segmentation and NE tag consistency.

Keywords: Corpus annotation � Named entity recognition � Thai named
entity � Thai corpus

1 Introduction

Methodical and accurate use of this enormous amount of data is the key to the success of
many businesses.Many organizations have invested in developing information extraction
and retrieval to use the data and information efficiently. Information Extraction (IE) is an
automated process of extracting specific information from unstructured data, for example,
the process of extracting names, addresses, and phone numbers from a web page. Named
Entity Recognition (NER) is a subtask of IE that aims to recognize and classify specific
entities in focused texts such as person names, locations, and organizations.

NER has gained popularity over several years. NER in the Thai language is more
challenging and complex than English or other European languages. Due to there is no
capitalization or special characters to identifying named entities. In addition, there is no
space or word boundary in a sentence causing difficulties in word segmentation and the
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ambiguity between common nouns and proper nouns. Moreover, incorrect word seg-
mentation causes problems for named entity recognition and directly affects the
accuracy of the NER process. The ambiguity of homographs can also provide different
meanings depending on the context.

For example, (Colonel Tawee Sordsong
Director-General of the Department of Special Investigation) the word in this
context refers to a surname of the person. However, it also means “to observe” in
the general context. Thai writing styles are also a problem for NER. In general, a
proper noun is written with a common noun or prefix that specifies the type of the
proper noun, but Thais often use a shorter name, abbreviation, or cut its prefix.

(Thammasat collaborates with private companies to
create IT ideas.), (Thammasat University was
established in 1934), and (TU announces the
schedule for the first semester.), from the examples, Thammasat University is used in
three different ways including (Thammasat) (Thammasat
University) and (the abbreviation of Thammasat University). Another problem of
named entity in the Thai language is that named entity in different types can be the
same word, such as (Surin), which can be both a name of the person or Thailand
province (location name), depending on the context of the word.

Furthermore, the consistency of named entity tags in the corpus is also an important
issue because inconsistency leads to wrong name entity recognition. Corpus which is
used in this paper is the THAI- NEST corpus [18]. The corpus is disjointedly generated
into seven files, and each file is exclusively for each main category. In addition, the
corpus contains some inconsistency of named entity tags due to the word segmentation
process on the corpus. To solve these problems, we propose a method to clean up and
verify the existing corpus for the Thai NER. We also performed cross annotation
among the separate seven named entity tagged files to enhance the number of NE tags
and to prepare for further developing the NER model.

The previous related researches are explained in Sect. 2. Section 3 describes the
corpus that has been used in this research. The methodology to improve the consistency
and correctness of the corpus is showed in Sect. 4. Then, in Sects. 5 and 6, we pre-
sented the result of our experiment and combined corpus approach, respectively. The
conclusion is described in Sect. 7.

2 Related Work

Research on NER is widely popular in many languages, so the NER tools have been
gaining attention and continually improving. However, in many languages, a small
number of the corpus is used for NLP tasks, while the study of named entities is quite
limited. Therefore, having a small number of the corpus is not enough [4]. Several
approaches can be used to solve these problems, but one of the most influential and
popular approaches is based on machine learning techniques [5].

Nevertheless, there is a pretty limited Thai NE corpus. The famous Thai corpus is
the Orchid corpus created in 1996 by collecting Thai text for more than two million
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words and splitting all of the words with their part of speech. However, Thai did not
have any clear boundary or punctuation. To build the Orchid corpus, they need to
separate the paragraph into sentences and then from sentences to words before tagging
each word with POS using trigram. Their trigram model will consider the word seg-
mentation and POS tagging together within the model [15].

Many previous research papers show an Error Correction for many languages, such
as Chinese, use a transformation-based error-driven machine learning technique to
found error positions and produce error repairing rules [20]. The dictionary-based
approach is easy, fast, and widely used, but this approach can only be used with known
and unambiguous words. In Vietnamese [10], they use two entropy-based methods to
detect error and inconsistency in the Vietnamese word-segmented and POS-tagged
corpus. The first method is to rank the order of error candidates using a scoring function
that depends on conditional entropy. The second method uses beam search to find a
subset of error candidates that has been changed its label and finally leads to the
decreasing of confidential entropy.

Some traditional machine learning techniques have been applied for NLP tasks over
the past year. [1] introduced the NER model of the Hindi language by using Hidden
Markov Model (HMM). [3] presented the Support Vector Machine (SVM) with word
shape, and POS is used as features to recognize named entities in Biomedical Text such
as genes, DNA, and protein.

[12] proposed Malay Named Entity Recognition using the CRF model. Some
characteristics of Malay are employed for training models such as capitalization,
lowercase, previous and neighboring word, word suffix, digit, word shape, and POS.
[6] introduced the CRF model for Chinese electronic medical records recognition with
bag-of-characters, part-of-speech, dictionary feature, and word clustering as features.

Deep Learning architectures have recently made significant advances in various fields.
BiLSTM is a type of deep learningmodel used inmany research studies. [11] conducted the
NERmodel for recognizing Indonesian information on Twitter using Bi-LSTMwith word
embedding and POS tag and showed that both features provided the most F1-score. [19]
presented the Deep Learning model for Chinese telecommunication information recog-
nition using character embedding instead of word embedding. [16] appliedwordwith POS
as an input of the Bi-LSTM model to recognize the named entity in the Thai language.

Furthermore, there are several researches on NER that use a hybrid approach. [2]
proposed a Bi-LSTM and CRF model for Chinese NER based on character and word
embedding. [7] also presented Bi-LSTM-CNN-CRF model, which achieved perfor-
mance on NER and POS tagging and successfully employed CNN to extract more
useful character-level features. More recent work used the CRF as the last layer of the
pipeline to handle the classification and provided the satisfactory results [17].

3 Corpus

The original corpus used in our research is the THAI-NEST corpus, which is collected
from Thai online news published on the Internet including politics, economic, foreign,
crime, sports, entertainment, education, and technology news [18]. The THAI-NEST
corpus is already tokenized text into words and punctuation. The corpus is separated
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into seven files based on named entity categories, consisting of date (DAT), time
(TIM), measurement (MEA), name (NAM), location (LOC), person (PER), and
organization (ORG). The first three characters abbreviate each category. The number of
words and named entity tags in each file is listed in Table 1.

3.1 Structure of the Corpus

In this experiment, the THAI-NEST corpus was designed and restructured based on the
structural format of the Orchid corpus [15] as shown in Fig. 1. There are two types of
mark-ups to differentiate text information line and numbering line in the corpus. Text
information line beginning with “%” symbol, which is used to describe the additional
information of the corpus as shown in Table 2. The numbering line begins with a “#”
symbol, which is used to order the sequence of text in the corpus as shown in Table 3,
and also there are four special mark-up characters as shown in Table 4.

Table 1. Number of sentences, words, and named entity tags in each file

No. of sentence No. of word No. of NE tag

DAT 2,784 214,467 14,334
LOC 8,585 569,292 33,596
MEA 1,969 157,788 17,371
NAM 7,553 547,489 40,537
ORG 20,399 1,386,824 95,566
PER 33,233 2,705,218 222,075
TIM 419 41,493 3,362

Table 2. Mark-up for text information line

Mark-up Description

%Title: Title of the corpus
%Description: Detail of the corpus or reference
%Number of sentence: Total number of sentences in the file
%Number of word: Total number of words in the file
%Number of NE tag: Total number of named entity tags in the file
%Date: Date of creating the corpus
%Creator: Name of the creator (s)
%Email: Email Address (es) of the creator (s)
%Affiliation: Affiliation (s) of the creators

Table 3. Mark-up for numbering line

Mark-up Description

#P[number] Paragraph number of the text. The number in the bracket presents the sequence
of paragraph within a text

#S[number] Sentence number of the paragraph. The number in the bracket presents the
sequence of sentence within a paragraph
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Table 4. Special mark-up characters

Mark-up Description

\\ Line break symbol for the long text
// End of sentence
/[POS] Tag marker for POS annotation of a word
/[NE] Tag marker for NE annotation of a word

Fig. 1. Example of Data corpus file (a) in Thai original text and (b) in English translated text
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For the named entity tags, BIO annotation format is used for all seven categories of
the named entity as shown in Table 5, and we use 47 types of part-of-speech (POS) as
defined in the Orchid corpus.

3.2 Corpus Challenges

As we mentioned above, some Thai language problems need to be solved as they cause
some defects and limitations in the corpus. Thus, this paper aims to solve the difficulties
of the existing corpus to improve the consistency and efficiency of the NE corpus in
subsequent research. The defects of the corpus are as follows:

The Error of Word Segmentation. The major challenge of this corpus is the error of
word segmentation. Since the Thai language has no clear word boundary or space
between words, it is challenging to segment words. If the word segmentation is
incorrect, it will affect the following process, especially in the process of named entity
labeling. In Fig. 2, each picture represents an example of mistakes in word segmen-
tation. The errors of segmenting words also occur to the abbreviation such as (Mar)
this word means the abbreviation of March in the Thai language, but it was cut
separately into different tokens as can be seen in Fig. 2(a). These wrong word seg-
mentations also result in incorrect POS and named entity tagging.

Table 5. NE tags in each corpus file
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The Inconsistency of NE Tagging. The problem of inconsistency also happens with
the named entity tag. Some words that can only belong to one category are labeled as
the main category at some places, while they are labeled as “Other” in some other
sentences in the same file. For example, is labeled as a location name (B-LOC)
and it is labeled as other (O) in another place as shown in Fig. 3. Figure 4 also present
an example of inconsistency NE tag labeling, (Premier League) is
annotated both name of football league (NAM) and other (O) in the same file.

Fig. 2. Example of mistakes word segmentation in different corpus file (a) Date corpus file and
(b) Name corpus file

Fig. 3. Inconsistency of named entity tagging in Location corpus file

Fig. 4. Inconsistency of named entity tagging in Name corpus file
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The Error of Named Entity Tag Assignment. The mistake in word segmentation
will affect the POS of the word. Moreover, the incorrect word segmentation and POS
annotation lead to wrong named entity tagging. Figure 5 shows incorrect name entity
tags of the person’s surname due to incorrect word segmentation and POS assignment.

4 Corpus Revision Methodology

4.1 Approaches to Clean the Corpus

There are three main steps for cleaning and verifying the existing THAI-NEST corpus
shown in Fig. 6.

For the first step, we deal with the error of word segmentation in the corpus by
searching incorrect named entities tags and manually correcting word segmenting and
its POS. Next, NER models were trained for each of the main category files. Our
proposed model is described in the following paragraph. Each of these models was
trained separately using its own training set and validation set from each file and use
these seven models to classify the entity of words. The most appropriate NE tag of each
word is predicted and selected by the model. In the final step, we proceed with the cross
annotation among the disjoint seven NE tagged files.

Fig. 5. False NE tagging of surname in Person corpus file

Fig. 6. The process for cleaning up the corpus
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4.2 Named Entity Recognition Model

In this section, we describe the components of our model for improving and correcting
the named entity tagging of the THAI-NEST corpus. The Thai NER model is pre-
sented, which was inspired by the research of [7]. Our proposed model consists of five
important layers: Word Embedding, Character-level Representation, Part of Speech
Embedding, Bi- LSTM layer, and the last is CRF layer. The architecture of the model is
shown in Fig. 7.

Word Embedding Layer. In our experiment, the Word2Vec tool of the Gensim
library was used to pre-train word embedding by using the skip-gram model with 300
dimensions and window size of three words, three words before and three words after.

Thai Character Cluster (TCC)-Level Representation. Character-level representa-
tion can extract morphological information from the word and is extremely helpful in
particular for languages with complicated structures or a rich morphological language,
i.e., Hindi [8], Korean [9], and Thai. However, the Thai language has various char-
acters such as vowels, consonants, tones, and special characters. In addition, a tone
mark and a vowel sign cannot stand alone and they must be placed with the character
only. Hence, if we use only word embedding may not significantly improve the

Fig. 7. The architecture of the proposed model
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performance of our NER model. For this reason, we used the Thai Character Cluster
(TCC) technique in character-level representation, which is an unambiguous unit that is
smaller than a word and larger than a character and cannot be further divided based on
Thai rules to group these characters [13, 14]. For example, (Thailand) or

(The prime minister). In addition, CNN has good performance for
NLP and character embedding. So, the CNN layer is applied to create the character
vectors of the model. Detail of the CNN layer is as shown in Fig. 8.

POS Embedding: Part-of-speech (POS) can help to optimize NER model perfor-
mance because most Thai named entities tend to be adjacent to or attached to part-of-
speech such as verbs or prepositions. Several prior studies supported the use of POS in
the NER model, such as Indonesian and Chinese language, so POS is introduced to be
used with our model. POS of each word is encoded into the one-hot vector format in
the embedding layer.

Bi-LSTM Layer. LSTM is capable of effectively capturing long-term dependencies
and can retrieving rich global information. Furthermore, information from previous
words is useful for prediction, but information from words coming after is also helpful.
This can be done by having a second LSTM running backward, and this pair of
forwarding and backward LSTMs is referred to as a bidirectional LSTM.

Conditional Random Field (CRF): The CRF is widely used model to predict the
sequence of labels with the most likely tendency that corresponds to the sequence of
given input sentences. The CRF model will take advantage of the neighbor tag
information and consider the previous context in predicting current tags. We thus
consider that the CRF is the last layer to predict the NE of each word and followed [14]
to create our linear-chain CRF layer. The linear-chain CRF will find the highest scoring
path through an input sequence and gives the best tags and final score.

Each layer is combined to construct the Bi-LSTM-CNN-CRF model for predicting
named entity tags. Word, POS, and character-cluster vectors from each embedding

Fig. 8. Convolution Neural Network for character-level representation
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layer are concatenated before being fed into the Bi-LSTM layer. Then, the outputs of
Bi-LSTM are transferred to the CRF layer and decoded by the Viterbi algorithm (part
of the CRF layer) to determine the most possible entity tags. The model has been able
to enhance the capacity to predict target words from the vector of the surrounding
context.

5 Experiment

5.1 Pre-processing

As mentioned above in Sect. 3, the format of the named entity tag in this corpus is BIO
format. However, the Thai writing system usually does not have a prefix or an indi-
cation of a name. It means that we cannot measure the score of B-tag and I-tag
separately because some words in the corpus do not have a prefix. Therefore, the
format of the NE tag needs to change from BIO to IO format instead to solve this
problem.

5.2 Experiment Setup

Each NE tagged file is divided into three parts: 80% of all sentences for the training set,
10% for the validation set, and the last 10% for the testing set.

For our neural network model, a list of all parameters needs to be set. The various
parameters are adjusted on the development set to get the most suitable final param-
eters. All parameters and settings are displayed in Table 6.

Table 6. Parameters for all experiments

Parameter Setting

Char_dim 30
Character-level CNN filters 30
Character-level CNN window size 3
Word_dim 100
Word_LSTM_dim 200
Word_bidirection TRUE
POS_dim 100
Dropout_rate 0.5
Batch size 10
Learning rate (initial) 0.01
Decay rate 0.5
Gradient clipping 5.0
Learning method SGD
Training epoch 60
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6 Result and Discussion

In this experiment, the performances of models are compared based on F1-score. Seven
models predict only their own testing set and are measured their F1-score separately.
Table 7 shows the results of each corpus before and after the segmenting correction.
Due to the prediction of the NER model, we can also manually resolve inconsistencies
and invalid NE tags problems based on the results from the model. Each revised NE
tagged file was retrained by using the proposed model. All F1-score after correcting the
NE tags is higher than one before correcting up to an average of 12%, and the results
are listed in Table 8.

As shown in Table 7, the f1-score of each category after solving word segmentation
is higher than before correcting. The correction of word segmentation errors improves
F1-score and affects the named entity prediction of the model. Once words are
resolved, their entity is also correctly predicted. For example, words in the sentence

(March 1, 2008), the NE tag is labeled as “Other” before correcting the
error of segmentation but the model can correctly predict the named entity tags after
correction as shown in Fig. 9. The fourth column is the predicted NE tag from the
model.

Table 7. Comparison results between before and after correcting word segmentation

NE F1-score
Before After

DAT 85.04 89.14
LOC 69.27 73.68
MEA 77.58 80.45
NAM 42.76 46.91
ORG 70.19 75.03
PER 81.71 85.64
TIM 84.53 88.55

Table 8. The results after correcting NE tags in each corpus file

NE F1-score

DAT 93.21
LOC 88.93
MEA 86.52
NAM 84.96
ORG 87.31
PER 88.90
TIM 94.76
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Furthermore, the use of POS can improve the NER model efficiency. For instance,
the word (in) is a preposition, and (go) is a verb, once these words occur before a
noun, the noun will be a named entity as shown in the following example. In Fig. 10(a),

(The reliability of the banks in Thailand”), the word
(in) is placed before the word (Thailand), therefore, (Thailand)

is location (LOC) not person (PER). The sentence (The
prime minister will go to Putrajaya), the word (go) preceding the word

(Putrajaya) which is a city in Malaysia, is a location as shown
in Fig. 10(b).

However, even POS is beneficial for the named entity recognition, but
there are some errors in the prediction process. As can be seen in Fig. 11,

(There
is a special event called Search for IT genius to compete for IT skills of a nationwide
elementary and high school student.), (Search for IT genius) is an
event name, but the word (search) in the event name is a verb, so

(Search for IT genius) seems like an activity not the name of the event.
Thus, the model cannot predict the named entity correctly.

Fig. 9. The predicted named entity tag (a) before and (b) after editing word segmentation in Date
corpus file

Fig. 10. Examples of NE tags that close to (a) preposition, and (b) verb
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In the sentence as shown in Fig. 12, CMMI
(CMMI International Software Development

Knowledge from software university in the United States), (soft-
ware university) mean a university that offers software discipline instruction. This word
should be predicted as other but because the word (from) is a verb and it makes the
model predict inaccurately, so (software university) is incorrectly
predicted as a location.

We also performed experiments with other baseline models using the same revised
NE tagged file to prove the effectiveness of consistency verifying and named entity
selection of the proposed models and show the importance of using POS and TCC in
dealing with wrong word segmentation and NE assignment. Table 9 presents the
comparison result of the performance of each model.

According to the result shown in Table 9, our Bi-LSTM-CNN-CRF model out-
performs other baseline models, especially a Date and Time category file in which the
F1-score was around 94% and the Time category file in which the F1-score was about
93%.

Fig. 11. Incorrect NE prediction in Name corpus file

Fig. 12. Incorrect NE prediction in Location corpus file
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7 Combined Corpus

Another major issue of this corpus is that it is disjointedly generated into seven files,
and each file is exclusively for each main category. Due to this structure, the corpus
cannot use directly to create such a model for named entity recognition which can
classify all categories. We thus conduct cross annotation among the seven NE tagged
files and combine all named entity types into the same file. The brief idea of this
approach is to use the seven trained models obtained from our proposed model training,
applying cross annotation of every named entity category for labeling named entity tags
in one category file until all seven original category files are complete. Table 10 shows
an example of a combined corpus.

Table 9. Performance of our model and other baseline models

NE F1-score
BiLSTM
(Word)

BiLSTM-CNN-CRF
(Word+TCC)

BiLSTM-CNN-CRF
(Word+POS+Char)

DAT 79.20 84.65 92.43
LOC 75.33 79.26 87.07
MEA 72.41 77.53 85.66
NAM 67.18 73.84 82.25
ORG 73.56 77.90 85.79
PER 74.29 81.72 87.32
TIM 82.77 86.05 93.88

NE F1-score
BiLSTM
(Word+POS)

BiLSTM-CNN
(Word+POS+TCC)

BiLSTM-CNN-CRF
(Word+POS+TCC)

DAT 86.14 89.72 93.21
LOC 83.67 86.24 88.93
MEA 80.22 82.67 86.52
NAM 75.48 80.13 84.92
ORG 81.17 84.75 87.31
PER 82.35 85.07 88.90
TIM 88.12 91.36 94.76
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Finally, we train the proposed model on the Combined corpus. The F1-score of the
Combined model on each main category is listed in Table 11. As being shown, all F1-
scores of Combined corpus are quite similar to the F1-score of models trained by each
file. Nevertheless, using the Combined-Corpus approach provides better results, but the
F1-Scores in some categories drop slightly (e.g., Location and Organization). In
addition, the number of named entities in each corpus file is dramatically increasing
after combining all seven named entity categories.

Table 10. Named entity tags in the combined corpus (a) in Thai original text, and (b) in English
translated text
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8 Conclusion

This paper presented an approach by generating a NER model to clean the existing
named entity corpus in the Thai language and verify its consistency. We use the THAI-
NEST corpus to verify the consistency of NE tags and re-annotate the named entities
by the proposed model. Our model can deal with the named entity tag inconsistency
problem, including word segmentation mistakes, and yield impressive results. In order
to enhance the amount of NE tags and prepare for further NE tag context captures in
NER model development, we have performed a cross-annotation technique of all the
seven NE tagged files. The Bi-LSTM-CNN-CRF model with the word, part-of-speech,
and TCC features is used to verify the revised NE tagged corpus. Furthermore, POS
and TCC play an important role in solving the problems related to word segmentation
errors and inconsistency of NE tags. The model provides the performance of the
verification, which increases the accuracy up to 12%.
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